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Abstract—To coexist with existing legacy wireless systems, the
transmit power spectral density of ultrawideband (UWB) impulse
radio systems is limited. The coverage range of UWB systems
is then confined to within a few meters. Dual-hop relaying or
multiple-input–multiple-output (MIMO) technology is one possi-
ble way of achieving greater UWB system coverage. This paper
presents the design of dual-hop UWB MIMO relay systems (in
which a source, relay, and destination have multiple antennas) ac-
cording to the availability of channel state information (CSI) and
their performance analysis over a UWB multipath fading channel.
In particular, the decouple-and-forward and decode-and-forward
relay systems are proposed when partial CSI is only available at
the receiver side. On the other hand, with partial CSI being avail-
able at the transmitter side, we propose the amplify-and-forward
and detect-and-forward relay systems. The exact formulas for the
outage probabilities of those systems are derived. Furthermore, we
evaluate, in closed form, the amount of fading and bit error rate
expressions under sufficiently high signal-to-noise ratio and verify
them through comparison with the simulation results. The effect
of spatial correlation on the performance of our proposed systems
is also studied. Numerical examples of the results provide valuable
insights into the design of UWB MIMO relay systems.

Index Terms—Amount of fading (AOF), bit error rate (BER),
multiple-input–multiple-output (MIMO), outage probability,
relay system, ultrawideband (UWB).

I. INTRODUCTION

U LTRAWIDEBAND (UWB) impulse radio has gained
much interest because of its potential to deliver high data

rates over short distances and to overlay spectrum with li-
censed narrowband radios [1]–[3]. UWB impulse radio systems
utilize extremely wide frequency bands where various legacy
narrowband systems operate; therefore, their transmit power
spectral density (PSD) is restricted according to Federal Com-
munications Commission (FCC) regulations [4], which leads to
limited system coverage. One viable approach to overcoming
this limitation is to employ relays as used in conventional
cellular systems [5]. More precisely, the relays allow for a
reduction of the end-to-end path loss between a data source
and its destination and, as a result, could extend the coverage
without using more power at the source.
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In general, the relays can be classified as either amplify-and-
forward (AF) or decode-and-forward (DF) relays. Recently,
their potential to extend the coverage of the UWB impulse radio
systems or improve their reliability has been demonstrated by
many researchers [6]–[12].1 While the work in [6]–[10] is built
on the assumption that each relay is equipped with a single
antenna, we provided the performance analysis of dual-hop
UWB relay systems with a two-antenna DF relay in [11] to
illustrate the benefits of multiple-antenna deployment at the
relay. In [12], we introduced a dual-hop UWB relay system
using multiple DF relays, each of which is equipped with
multiple antennas, and showed that increasing the number of
antennas at each relay can generally gain more performance
improvement than increasing the number of relays. Thus, it
might be preferable to utilize a few relays with more antennas
for common UWB relay systems if the space at the relays is
available as in fixed relay networks, see, e.g., [17].

Motivated by multiple-input–multiple-output (MIMO) per-
formance enhancement in point-to-point communication sys-
tems [18], [19], there has been great interest in narrowband
MIMO relay systems where the source, relay(s), and destination
have multiple antennas [20]–[24]. The design and/or perfor-
mance of these systems that operate under different fading
conditions have been well studied; see, e.g., [22]–[24]. How-
ever, such treatment has not explicitly been provided, so far,
for UWB MIMO relay systems, although the potential benefits
of UWB systems combined with MIMO techniques have been
shown in recent studies for UWB nonrelay systems; see [25]
and the references therein.

The main objective of this paper is to present the design and
performance analysis of UWB MIMO relay systems. Based
on the availability of channel state information (CSI), we
design two kinds of such systems, i.e., receiver-CSI-assisted
and transmitter-CSI-assisted relay systems, where partial CSI
is available only at the receiver side and only at the transmitter
side, respectively, and the corresponding relaying schemes.2

Through theoretical analysis and simulations, the system per-
formance subject to a UWB frequency-selective channel is ana-
lyzed in terms of outage probability, amount of fading (AOF),
and bit error rate (BER). Because spatial correlation in UWB

1See [13]–[16] for this aspect in the narrowband context.
2Although the main ideas of the relaying schemes in this paper already

exist in narrowband relay systems, the unique properties of UWB systems,
such as high multipath resolution (which implies a large number of resolvable
paths) and carrierless transmission [1], make the detailed design and analyzed
performance of the aforementioned UWB relay systems significantly different
from that of their narrowband counterparts.
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channels is a critical factor that affects the performance of UWB
MIMO nonrelay systems [25], [26], we also quantify the effect
of such correlation on the performance of the designed relay
systems. Numerical results based on both theoretical analysis
and simulations provide basic guidelines for the design of the
UWB MIMO relay systems, e.g., the appropriate use of trans-
mit and/or receive antennas for different kinds of relay systems.

The rest of this paper is organized as follows. In Section II,
the UWB channel model and the UWB MIMO relay system
model are described. Sections III and IV present the receiver-
CSI-assisted and transmitter-CSI-assisted relay systems, re-
spectively, both with their performance analysis. Section V
provides the numerical results of theoretical analysis and simu-
lations, and Section VI concludes the paper.

Notation

Bold uppercase letters denote matrices, and bold lowercase
letters denote column vectors. IN is the identity matrix of size
N × N . 1N is the all-ones column vector of length N . [·]ij ,
[·]r, (·)†, ‖ · ‖2, and det(·) denote the (i, j)th element, rth
row, transpose, squared Frobenius norm, and determinant of a
matrix, respectively. ⊗ denotes the Kronecker product, and ∗
denotes the convolution. | · | and sign(·) denote the absolute
value and sign operator, respectively. We use the notations
fX(x; a, b) and FX(x; a, b) to refer to the probability density
function (pdf) and cumulative density function (cdf) of the ran-
dom variable X , possibly with parameters a and b, respectively.
MX(s) = E[exp(sX)] denotes the moment-generating func-
tion (MGF) of X , where E[·] denotes the expectation operator.
(∂n/∂sn)(·) denotes the nth partial derivative operator with
respect to the variable s. Subscripts S, R, and D denote the
source, relay, and destination in a relay system, respectively.
U(·), Γ(·, ·), Γ(·), Kn(·), 2F1(·, ·; ·; ·), Q(·), and erfc(·) denote
the Heaviside step function, upper incomplete gamma function,
ordinary gamma function, nth-order modified Bessel function
of the second kind, Gauss hypergeometric function, Gaussian
Q-function, and complementary error function defined in
[27, eq. (17.13.93)], [27, eq. (8.350.2)], [27, eq. (8.310.1)], [27,
eq. (8.432)], [27, eq. (9.100)], [28, eq. (4.1)], and [27, p. xxxvi],
respectively.

(·
·
)

is the binomial coefficient defined in [27, p. xliv].

II. CHANNEL AND SYSTEM MODELS

In general, a UWB link channel can be modeled by the
stochastic tapped-delay-line propagation model [25], [29]–[31].
Accordingly, the channel impulse response (CIR) for a UWB
transmission link can be described by3

h(t) =
Lt−1∑
l=0

αlδ(t − lTw) =
√

P

Lt−1∑
l=0

ϕlδ(t − lTw) (1)

3In the literature on UWB channel models, both dense and sparse multipath
channels exist. In a dense channel, e.g., as observed in office and industrial
environments [29], [32], each resolvable delay bin contains significant energy,
and a tapped-delay-line model with regularly spaced arrival times of resolvable
multipath components gives a good approximation for the exact channel model.
In some other environments, e.g., [33], a sparse channel has been observed, i.e.,
not every resolvable bin contains energy, and the arrival times are described
as a continuous-time stochastic point process. For analytical convenience, we
consider only the former case.

Fig. 1. System model.

where Lt is the number of multipath components, l is the
path index, αl is the lth path channel coefficient, Tw is the
minimum multipath resolution, ϕl is the energy-normalized
channel coefficient with E[

∑Lt−1
l=0 ϕ2

l ] = 1, and P is the total
multipath gain. The minimum multipath resolution Tw is equal
to the width of the unit-energy monocycle pulse w(t), because
any two paths whose relative delay is less than the pulse width
are not resolvable. The gain P is the reciprocal of the path loss
that is modeled as a function of the link distance and given in
[29, eq. (1)]. Let us denote ϕl as ϕl = θlυl, where θl =
sign(ϕl) and υl = |ϕl|. The variable θl takes the signs +1 and
−1 with equal probability to account for the signal inversion
due to reflection. The variable υl follows the Nakagami-m
distribution [25], [29], with the pdf given by

fυl
(x;m, ηl) =

2x2m−1

ηm
l (m − 1)!

exp
(
−x2

ηl

)
U(x) (2)

where ηl = Ωl/m, and Ωl = E[υ2
l ] exponentially decreases

with the excess delay, i.e., Ωl = 	Ωl−1 where 	 < 1 is a
constant. The value of 	 is determined by the communication
scenario. Throughout this paper, we assume that m is an integer
and is fixed for all the path indexes. The first assumption on m
is necessary for the theoretical analysis hereafter, whereas the
second assumption is for analytical convenience. Define χl =
ϕ2

l = υ2
l . Hence, χl follows the Gamma distribution whose pdf

and cdf, respectively, are

fχl
(x;m, ηl) =

xm−1

ηm
l (m − 1)!

exp
(
− x

ηl

)
U(x) (3)

Fχl
(x;m, ηl) =

⎡
⎣1 −

Γ
(
m, x

ηl

)
(m − 1)!

⎤
⎦U(x)

=

[
1 − exp

(
− x

ηl

)m−1∑
k=0

1
k!

(
x

ηl

)k]
U(x). (4)

We consider the dual-hop relayed UWB transmission system
in Fig. 1. Here, the source that is equipped with MS transmit an-
tennas communicates with the destination that is equipped with
JD receive antennas through an intermediate relay. The relay
consists of JR receive and MR transmit antennas. Let Hl and
Gl (whose dimensions are JR × MS and JD × MR, respec-
tively) be the lth path channel matrix for the source–relay link
and that for the relay–destination link, respectively. Therefore,
[Hl]ij = αl,ij and [Gl]ij = α̃l,ij are the channel coefficients
between the jth transmit antenna and the ith receive antenna
for the first and second hops, respectively. These coefficients
are assumed to remain constant during data transmission at both
hops. This assumption is reasonable for slow-fading scenarios,
e.g., UWB indoor communications [34] but not for fast-fading
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TABLE I
EXAMPLES OF B AND Vl(n) FOR RECEIVER-CSI-ASSISTED

RELAY SYSTEMS

scenarios. As mentioned in (1), we have αl,ij =
√

Pϕl,ij

and α̃l,ij =
√

P̃ ϕ̃l,ij . To make further analysis tractable, we
assume that Ωl,ij = Ωl,i′j′ and Ω̃l,ij = Ω̃l,i′j′ for all l and
(i, j) �= (i′, j′). For this reason and for notational simplicity,
we omit the subscripts i and j of Ωl,ij , Ω̃l,ij and the related
variables in the rest of this paper. We ignore the direct link
between the source and the destination due to the larger distance
and additional path loss compared with the source–relay and
relay–destination links.

III. RECEIVER-CSI-ASSISTED RELAY SYSTEMS

In these systems, the source has no CSI, but the relay and
the destination have partial knowledge of the source–relay
and relay–destination link channels, respectively, i.e., the re-
lay knows the channel matrices {Hl}L−1

l=0 and the destination
knows the channel matrices {Gl}L−1

l=0 , where L < Lt. In the
following, we describe decouple-and-forward (DCF) relaying4

and DF relaying schemes for such systems.

A. DCF Relaying

In this scheme, the source with multiple transmit antennas
employs space–time block codes that are obtained from the
real orthogonal design [36], as outlined in [37]. Let B be
the space–time block-coded data matrix whose dimension is
M × Nc, where Nc is the block length of the correspond-
ing space–time block code. If binary data bits {bk}Nb

k=1 are
transmitted with this matrix, then the code rate is Nb/Nc. In
what follows, we concentrate on the space–time block-coded
data matrices with the full code rate, i.e., Nc = Nb. Such
matrices for two, three, and four transmit antennas are shown
in Table I. Let us define w(t, i) = [w(t − Nb(i − 1)Tf ) w(t −
Nb(i − 1)Tf − Tf ) · · · w(t − Nb(i − 1)Tf − (Nb − 1)Tf )]†,
where Tf is the pulse repetition period and i will be stated in
(5). To preclude intersymbol interference (ISI), we choose Tf

4Although a similar DCF relaying scheme was presented in [35], it is
designed for dual-hop narrowband transmissions. In addition, it should be
pointed out that, in the single-input–single-output (SISO) case, i.e., the source,
relay, and destination have only one antenna, the DCF relaying scheme in this
paper can be viewed as the AF relaying scheme for the receiver-CSI-assisted
relay systems.

such that Tf ≥ LtTw. In the first hop, the transmitted signal
vector at the source can be modeled as

xS(t) =
√

Ef,S

MS

Nf∑
i=1

BSw(t, i) (5)

where BS is the MS × Nb space–time block-coded data matrix,
Nf is the number of transmitted pulses that represent one data
bit, i is the index of such pulses, Ef,S = Eb,S/Nf is the energy
of the transmitted pulse, and Eb,S is the bit energy.

At each receive antenna of the relay, a Rake receiver with L
fingers, whose correlators use the pulse w(t) as a template, is
employed [38]. Corresponding to the lth finger, the correlator
outputs for all the receive antennas and received data bits at the
relay can be expressed in a matrix form as

YR,l(i) =
√

Ef,S

MS
HlBS + NR,l(i)

l = 0, . . . , L − 1, i = 1, . . . , Nf (6)

where NR,l(i) is the JR × Nb matrix of the additive white
Gaussian noise (AWGN) with zero mean and double-sided
PSD N0/2. To decouple the received signal matrix YR,l(i), we
define the matrix VR,l(n), which satisfies

[Hl]nBS = b†VR,l(n) (7)

where b = [ b1 b2 · · · bNb
]† is the vector of the trans-

mitted bits and n denotes the index of receive antennas. Ex-
amples of VR,l(n) are given in Table I. Because the relay
was assumed to know the channel matrices {Hl}L−1

l=0 , the
matrices {VR,l(n)}L−1

l=0 in (7) are known to the relay. Conse-
quently, the decoupled data bits, which are denoted by zR =
[ zR,1 zR,2 · · · zR,Nb

]†, can be obtained as

zR =
JR∑

n=1

Nf∑
i=1

L−1∑
l=0

VR,l(n) [YR,l(i)]
†
n . (8)

At the relay, the kth element of zR is normalized with re-
spect to EH[|zR,k|2] = NfE(Eb,SE/MS + N0/2), where E =∑L−1

l=0 El and El = ‖Hl‖2. Then, all normalized elements,
which are denoted by {z̄R,k}Nb

k=1, are encoded similar to the
data bits {bk}Nb

k=1 at the source. Such normalization is used to
ensure that the transmitted signal vector at the relay, as shown
later in (9), has the same average power as the one at the source
if Ef,R in (9) is equal to Ef,S. Denote by Z̄R the resulting
space–time block-coded matrix whose dimension is MR × Nb.
Based on this matrix, the transmitted signal vector at the relay
in the second hop is represented by

xR(t) =
√

Ef,R

MR

Nf∑
i=1

Z̄Rw(t − NbNfTf , i) (9)

where Ef,R = Eb,R/Nf is the energy of the transmitted pulse
and Eb,R is the energy of z̄R,k.

Likewise, a Rake receiver with L fingers is used at each re-
ceive antenna of the destination. For the lth finger, the JD × Nb
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matrix of the correlator outputs can thus be written as

YD,l(i) =
√

Ef,R

MR
GlZ̄R + ND,l(i)

l = 0, . . . , L − 1, i = 1, . . . , Nf (10)

where ND,l(i) is the JD × Nb matrix of the AWGN with
the same statistical properties as the elements of NR,l(i).
Exploiting the partial knowledge of the CSI {Gl}L−1

l=0 , the
destination generates the matrices {VD,l(n)}L−1

l=0 , which
satisfy (7) with [Hl]n being replaced by [Gl]n, to decouple
{YD,l(i)}L−1,Nf

l=0,i=1. Finally, the vector of the decision variables
can be derived as follows:

zD =
JD∑

n=1

Nf∑
i=1

L−1∑
l=0

VD,l(n) [YD,l(i)]
†
n

= [ zD,1 zD,2 · · · zD,Nb
]†. (11)

For analytical convenience, from now on, we assume equal
power allocation between the source and the relay, i.e., Eb,S =
Eb,R = Eb/2 where Eb represents the transmitted energy
per bit for the whole relay system. Because Ef,S = Ef,R =
Eb/(2Nf ), we use Ef to denote both Ef,S and Ef,R in the
rest of this paper. After some straightforward calculations,
the overall end-to-end signal-to-noise ratio (SNR) per bit, i.e.,
the SNR of zD,k, is found to be

γ =
E2

bEE′

MREbN0E + MSEbN0E′ + MSMRN2
0

=
A1EE′

A2E + A3E′ + A4
(12)

where E′ =
∑L−1

l=0 E′
l , E′

l = ‖Gl‖2, and A1 = E2
b , A2 =

MREbN0, A3 = MSEbN0, and A4 = MSMRN2
0 are

introduced for convenience in the subsequent analysis. In
Appendix A, the pdf’s and cdf’s of E and E′ are provided, and it
is shown that these functions can be found in closed form only
for the spatial uncorrelation case. We focus on this case in the
following discussion, whereas the more general case, i.e., the
spatial correlation case, will be considered in Section V.

1) Outage Probability: One common measure of perfor-
mance in fading channels is the outage probability, which is
defined as

Pout = Pr[γ ≤ γth] (13)

where γth is a prespecified SNR threshold. By inserting (12)
into (13) and following the same analysis as in [39, Sec. III-A],
we get

Pout =

A3
A1

γth∫
0

fE(x)dx +

∞∫
A3
A1

γth

FE′

(
γth(A2x +A4)
A1x −A3γth

)
fE(x)dx

= 1 − 2
L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′ (C1γth/γ̆)k

(k − 1)!

× exp
(
−γth

γ̆
(C1 + C2)

)√C2

C1

(
1 +

1
γth

)

×
k′−1∑
j1=0

(C2γth/γ̆)j1

j1!

j1∑
j2=0

(
j1
j2

)[C1

C2

(
1 +

1
γth

)] j2
2

×
k−1∑
j3=0

(
k − 1

j3

)[C2

C1

(
1 +

1
γth

)] j3
2

×Kj3−j2+1

(
2
γ̆

√
C1C2γth(1 + γth)

)
(14)

where C1 =MS/Φl, C2 =MR/Φ̃l′ , γ̆=Eb/N0 is the transmitted
SNR per bit, and μ, μ̃, Φl, and Φ̃l′ are defined in Appendix A.
The term Δ is the abbreviation for Δ(l, k, μ, {Φq}L−1

q=0 ) given

in (51), and the term Δ′ stands for Δ(l′, k′, μ̃, {Φ̃q′}L−1
q′=0).

To get an insight into the effect of some parameters (e.g., the
number of antennas) on the system performance based on (14),
we consider the following special case.

For MS = JR = MR = 1, L = 1, m=m̃=1, and Φ0 =Φ̃0,
(14) reduces to

Pout = 1 − 2C1γth

γ̆

√
1+

1
γth

exp
(
−2C1γth

γ̆

)μ̃−1∑
j1=0

(C1γth/γ̆)j1

j1!

×
j1∑

j2=0

(
j1
j2

)(
1+

1
γth

)j2
2

Kj2−1

(
2C1

γ̆

√
γth(1 + γth)

)
. (15)

Note that μ̃ = MRJDm̃. It is obvious in (15) that increasing the
number of receive antennas at the destination (JD) increases μ̃
and the summation, thereby decreasing the outage probability.

In more general cases, the benefit of multiple-antenna de-
ployment will be demonstrated by numerical examples in
Section V.

2) AOF: We use the AOF to quantify the severity of fading
at the output of the DCF relay system. This measure is given by
[28, eq. (2.5)]

AOF =
E[γ2]

(E[γ])2
− 1 (16)

where

E[γn] =

∞∫
0

xnfγ(x)dx (17)

is the nth-order moment of γ. To calculate the AOF, we
first need to find the pdf fγ(x). This pdf is given in (57) in
Appendix B. To the best of the authors’ knowledge, however,
the closed-form solution to (17) is not available. One option is
to develop a tight approximation of (17). In the following dis-
cussion, we assume that the transmitted SNR per bit γ̆ is large
enough such that ((E/MS) + (E′/MR))γ̆ � 1. Under this as-
sumption, the end-to-end SNR per bit can be approximated as

γ ≈ A1EE′

A2E + A3E′
Δ= γap. (18)
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Following the same procedure as in Section III-A1, the cdf
Fγap(x) = Pr[γap ≤ x]U(x) is obtained as

Fγap(x) =

[
1 − 2

L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′
√C2

C1

(C1x/γ̆)k

(k − 1)!

× exp
(
−x

γ̆
(C1 + C2)

) k′−1∑
j1=0

(C2x/γ̆)j1

j1!

×
j1∑

j2=0

(
j1
j2

)(C1

C2

) j2
2

k−1∑
j3=0

(
k − 1

j3

)(C2

C1

) j3
2

×Kj3−j2+1

(
2x

γ̆

√
C1C2

)]
U(x). (19)

Based on (19), we can obtain

fγap(x)= 2
L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′
√C2

C1

(C1x/γ̆)k

(k − 1)!

× exp
(
−x

γ̆
(C1 + C2)

)k′−1∑
j1=0

(C2x/γ̆)j1

j1!

×
j1∑

j2=0

(
j1
j2

)(C1

C2

)j2
2

k−1∑
j3=0

(
k − 1

j3

)(C2

C1

)j3
2

×
{(C1 + C2

γ̆
− j1 + k

x

)
Kj3−j2+1

(
2x

γ̆

√
C1C2

)

+
√C1C2

γ̆

[
Kj3−j2

(
2x

γ̆

√
C1C2

)

+ Kj3−j2+2

(
2x

γ̆

√
C1C2

)]}
U(x).

(20)

With the aid of [27, eq. (6.621.3)], the high-SNR approximation
of the nth-order moment of γ can be derived as in (21), shown at
the bottom of the page. Here, c1 = j1+k, and c2 = j3 − j2+1.
Using (16) and (21), the approximate AOF is obtained. In

Section V, we will see that this AOF closely matches the AOF
that is evaluated from fγ(x) through simulations.

3) BER: Another important performance measure that char-
acterizes the end-to-end link quality is the average BER. It is
given by [28, eq. (5.1)]

Pe =

∞∫
0

Q(
√

x)fγ(x) dx. (22)

Similar to the AOF, there is no closed-form solution to (22)
with fγ(x) of (57). By using the aforementioned high-SNR
assumption, however, the BER can approximately be evaluated
as follows:

Pe ≈
∞∫

0

Q
(√

x
)
fγap(x) dx = Pr

[√
γap < Y]

=

∞∫
0

Fγap(y2)fY(y) dy

=
1
2
−
√

γ̆
L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′ Ck
1

(k − 1)!

×
k′−1∑
j1=0

Cj1
2

j1!

j1∑
j2=0

(
j1
j2

) k−1∑
j3=0

(
k − 1

j3

)

× 2c1+3c2Cc2
2 Γ(c1 + c2 + 1/2)Γ(c1 − c2 + 1/2)

Γ(c1 + 1)
(
γ̆ + 2

(√C1 +
√C2

)2)c1+c2+1/2

× 2F1

(
c1 + c2 +

1
2
, c2 +

1
2
; c1 + 1;

γ̆ + 2
(√C1 −

√C2

)2
γ̆ + 2

(√C1 +
√C2

)2
)

(23)

where the first equality is obtained by letting Y be a standard
normal random variable and using [28, eq. (4.1)], and the last
equality is obtained by using [27, eq. (6.621.3)].

E[γn] ≈
∞∫

0

xnfγap(x) dx

= 2
√

πγ̆n
L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′ Ck
1

(k − 1)!

k′−1∑
j1=0

Cj1
2

j1!

j1∑
j2=0

(
j1
j2

) k−1∑
j3=0

(
k − 1

j3

)
Γ(c1 + c2 + n)Γ(c1 − c2 + n)22c2Cc2

2

Γ(c1 + n + 3/2)(
√C1 +

√C2)2(c1+c2+n)

×
{(

(c1 + n)2 − c2
2

)
(C1 + C2)

(
√C1 +

√C2)2
2F1

(
c1 + c2 + n + 1, c2 +

1
2
; c1 + n +

3
2
;
(√C1 −

√C2√C1 +
√C2

)2
)

+
1
4
(c1 − c2 + n)(c1 − c2 + n + 1) 2F1

(
c1 + c2 + n, c2 − 1

2
; c1 + n +

3
2
;
(√C1 −

√C2√C1 +
√C2

)2
)

+
4(c1 + c2 + n)(c1 + c2 + n + 1) C1C2

(
√C1 +

√C2)4
2F1

(
c1 + c2 + n + 2, c2 +

3
2
; c1 + n +

3
2
;
(√C1 −

√C2√C1 +
√C2

)2
)

− (j1 + k)(c1 + n + 1/2) 2F1

(
c1 + c2 + n, c2 +

1
2
; c1 + n +

1
2
;
(√C1 −

√C2√C1 +
√C2

)2
)}

(21)
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B. DF Relaying

In the DF relaying scheme, the transmitted and received sig-
nals for the first hop are the same as in (5) and (6), respectively.
Such received signals are decoupled and combined to produce
the decoupled data bits as described in (8). Subsequently, the
relay makes hard decisions on the decoupled bits and encodes
them in a similar manner as the source encodes the data bits.
This yields the matrix B̂R of dimension MR × Nb. As will
be shown in Section V, such a hard decision leads to better
performance (at the cost of higher complexity) than the DCF
relaying scheme. In the second hop, the transmitted signals
at the relay and the received signals at the destination can be
represented, respectively, as in (9) and (10), with Z̄R being
replaced by B̂R. Last, the decision variables can be obtained
as in (11). It is straightforward to show that the received SNRs
per bit for the first and second hops, respectively, are

γ1 =
E γ̆

MS
(24a)

γ2 =
E′γ̆
MR

. (24b)

1) Outage Probability: An outage occurs if either the
source–relay or relay–destination link is in outage. Therefore,
we have

Pout = Pr [min(γ1, γ2) ≤ γth]
= 1 − Pr [γ1 > γth] Pr [γ2 > γth]

= 1 −
[
1 − FE

(
MS

γ̆
γth

)][
1 − FE′

(
MR

γ̆
γth

)]

= 1 −
[

L−1∑
l=0

μ∑
k=1

Δ
Γ(k, C1γth/γ̆)

(k − 1)!

]

×
[

L−1∑
l′=0

μ̃∑
k′=1

Δ′ Γ(k′, C2γth/γ̆)
(k′ − 1)!

]
. (25)

2) AOF: The AOF for the DF relaying scheme can be
defined as

AOF =
E
[
γ2
eq

]
(E[γeq])

2 − 1 (26)

where

E
[
γn
eq

]
=

∞∫
0

xnfγeq(x) dx (27)

is the nth-order moment of

γeq =
[
Q−1 (Pe(γ1, γ2))

]2
(28)

which represents the equivalent end-to-end SNR of the source–
relay and relay–destination links [40, eq. (6)]. Pe(γ1, γ2) =
Pe1(γ1) + Pe2(γ2) − 2Pe1(γ1)Pe2(γ2) is the conditional BER
for this scheme [40, eq. (5)], and Pe1(γ1) = Q(

√
γ1) and

Pe2(γ2) = Q(
√

γ2) are the conditional BERs of both links.
However, because it is difficult to find an exact expression

of the pdf of γeq in (28), we approximate γeq, as given in
[40, eq. (7)], by

γeq 
 min(γ1, γ2)
Δ= γmin. (29)

Taking the derivative of (25) with respect to γth, we obtain the
pdf for γmin as

fγmin(x)=
L−1∑
l=0

μ∑
k=1

Δ
(k − 1)!

L−1∑
l′=0

μ̃∑
k′=1

Δ′

(k′ − 1)!

×
[(C1

γ̆

)k
xk−1exp

(
−C1x

γ̆

)
Γ
(

k′,
C2x

γ̆

)

+
(C2

γ̆

)k′

xk′−1exp
(
−C2x

γ̆

)
Γ
(

k,
C1x

γ̆

)]
U(x).

(30)

From (27) and (29), it follows that the nth-order moment of γeq

can be approximated as

E
[
γn
eq

]

∞∫

0

xnfγmin(x) dx =
L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′

× (γ̆/(C1+C2))
n Γ(n+k+k′)

(k−1)!(k′−1)!(C2/C1 + 1)k(C1/C2 + 1)k′

×
[

1
(n+k) 2F1

(
1, n+k+k′;n+k+1;

C1

C1+C2

)

+
1

(n+k′) 2F1

(
1, n+k+k′;n+k′+1;

C2

C1+C2

)]

(31)

where we have used [27, eq. (6.455.1)] for the equality.
Using (26) and (31), the approximate AOF is obtained. In
Section V, the numerical results will demonstrate that this
AOF matches well with the AOF obtained from (26) through
simulations.

3) BER: The average BER for this relaying scheme is given
by [11, eq. (17)]

Pe = Pe1 + Pe2 − 2Pe1Pe2 (32)

where Pe1 and Pe2 are the average BERs of the source–relay
and relay–destination links, respectively. According to (24)
and (48), the pdf of γ1 is given by fγ1(x) = (MS/

γ̆)fE((MS/γ̆)x)=(MS/γ̆)
∑L−1

l=0

∑μ
k=1ΔfEl

((MS/γ̆)x; k,Φl).
Hence, we can derive Pe1 as follows:

Pe1 =

∞∫
0

Q(
√

x)fγ1(x) dx =
1

2
√

π

L−1∑
l=0

μ∑
k=1

Δ
(C1/γ̆)k

(k − 1)!

×
∞∫

0

xk−1Γ
(

1
2
,
x

2

)
exp
(
−C1x

γ̆

)
dx

=
1
2

√
γ̆

π

L−1∑
l=0

μ∑
k=1

Δ
Γ(k + 1/2)
k!
√

γ̆ + 2 C1

(
2

γ̆/C1 + 2

)k

× 2F1

(
1, k +

1
2
; k + 1;

2
γ̆/C1 + 2

)
(33)
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where we have used the fact that Q(x) = erfc(x/
√

2)/2 and
[27, eq. (8.359.3)] to obtain the second equality, and we have
used [27, eq. (6.455.1)] for the last equality. Similarly, the pdf

of γ2 is given by fγ2(x)=(MR/γ̆)
∑L−1

l′=0

∑μ̃
k′=1 Δ′fE′

l′
((MR/

γ̆)x; k′, Φ̃l′), and we get

Pe2 =
1
2

√
γ̆

π

L−1∑
l′=0

μ̃∑
k′=1

Δ′ Γ(k′ + 1/2)
k′!

√
γ̆ + 2 C2

(
2

γ̆/C2 + 2

)k′

× 2F1

(
1, k′ +

1
2
; k′ + 1;

2
γ̆/C2 + 2

)
. (34)

IV. TRANSMITTER-CSI-ASSISTED RELAY SYSTEMS

In contrast to the receiver-CSI-assisted relay systems, the
source and relay in these systems have partial knowledge of the
source–relay and relay–destination link channels, respectively,
i.e., the source knows the channel matrices {Hl}L−1

l=0 and the
relay knows the channel matrices {Gl}L−1

l=0 . In the following,
we focus on two kinds of relaying schemes: 1) AF relaying and
2) detect-and-forward (DTF) relaying.

A. AF Relaying

In this relaying scheme, the pre-Rake technique [41], [42] is
used. In the first hop, the transmitted signal vector at the source
can be modeled as

xS(t) =

√
Ef

E
Nf∑
i=1

L−1∑
l=0

H†
L−1−l1JRb†w(t, i, l) (35)

where w(t, i, l) = [w(t − Nb(i − 1)Tf − lTw) w(t − Nb(i −
1)Tf − Tf − lTw) · · · w(t − Nb(i − 1)Tf − (Nb − 1)Tf −
lTw)]†. It can easily be shown that the total transmitted energy
per bit from the source is the same as in the aforementioned
relaying schemes. Note from (35) that all the antennas at the
source transmit the same data bits bk (k = 1, 2, . . . , Nb) at
the same time. Furthermore, the source convolves the data bits
with the time-reversed version of the partial CIRs for the first-
hop links. This procedure results in a strong peak of the total
received signal at each receive antenna of the relay,5 and then,
only a matched filter [matched to the UWB pulse w(t)] is
needed to receive this path [42]. To gain a better understanding,
let us first consider the received signals at the relay, after pass-
ing through the matched filter and sampling, in a matrix form as

YR,l(i) =

√
Ef

E Hl ∗ H†
L−1−l1JRb† + NR,l(i)

l = 0, . . . , L − 1, i = 1, . . . , Nf . (36)

One can show that all diagonal elements of Hl ∗ H†
L−1−l

achieve their peaks at l = L − 1. Therefore, to estimate
{bk}Nb

k=1, the relay only needs

YR,L−1(i) =

√
Ef

E
L−1∑
k=0

HkH
†
k1JRb† + NR,L−1(i)

i = 1, . . . , Nf . (37)

5This holds because we assume the same tap length for all the CIRs.

The estimate of the data bit vector b at the relay is given by

zR =
JR∑

n=1

Nf∑
i=1

[YR,L−1(i)]
†
n . (38)

Subsequently, all the elements of zR are normalized with
respect to EH

[|zR,k|2
]

= Nf

[
Eb(E + I)2/E + (JRN0/2)

]
,

where I =
∑L−1

l=0

∑JR
n=1

∑MS
n′=1

∑JR
j=1,j �=n[Hl]jn′ [Hl]nn′ ,

yielding {z̄R,k}Nb

k=1.
In the second hop, the transmitted signal vector at the relay

can be expressed as

xR(t) =

√
Ef

E′

Nf∑
i=1

L−1∑
l=0

G†
L−1−l1JD z̄†Rw(t − NbNfTf , i, l)

(39)

where z̄R = [ z̄R,1 z̄R,2 · · · z̄R,Nb
]†. Similar to (37), after

receiving the signals and passing them through the matched fil-
ter, the destination requires only the following sampled outputs:

YD,L−1(i) =

√
Ef

E′

L−1∑
k=0

GkG
†
k1JD z̄†R + ND,L−1(i)

i = 1, . . . , Nf . (40)

Accordingly, the destination can form the vector of the decision
variables as

zD =
JD∑

n=1

Nf∑
i=1

[YD,L−1(i)]
†
n . (41)

After some calculations, the overall end-to-end SNR per bit is
found as

γ =
[Eb(E+I)(E′+I′)]2

JDEbN0E′(E+I)2+JREbN0E(E′+I′)2+JRJDEE′N2
0

(42)

where I′ =
∑L−1

l=0

∑JD
n=1

∑MR
n′=1

∑JD
j=1,j �=n[Gl]jn′ [Gl]nn′ .

Note that I (and/or I′) vanishes for JR = 1 (and/or JD = 1).
1) Outage Probability: Similar to the analysis in

Section III-A1, we need the cdf’s of I and I′ to derive the
outage probability that corresponds to γ in (42). Unfortunately,
it is difficult, if not impossible, to find those cdf’s. The outage
probability is therefore determined based on (13) through
simulations, except for the case where JR = JD = 1. In this
case, (42) reduces to (12), with MS and MR being replaced
by JR and JD, respectively. Hence, the outage probability can
be expressed as in (14), with C1 and C2 being replaced by
C3 = JR/Φl and C4 = JD/Φ̃l′ , respectively.

2) AOF: In the case of JR = JD = 1, we use the high-SNR
approximation in Section III-A2 for γ in (42). Consequently,
(42) reduces to (18), with A2 and A3 being replaced by A5 =
JDEbN0 and A6 = JREbN0, respectively. Following the same
procedure as in (21), the approximation of the nth-order mo-
ment of γ in this case is obtained as the second line of (21), with
C1 and C2 being replaced by C3 and C4, respectively. In other
cases, the nth-order moment is computed through simulations.
Finally, the corresponding AOF is calculated according to (16).
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3) BER: Likewise, the average BER is calculated through
simulations, except for the case where JR = JD = 1. In this
case, the approximate average BER under the high-SNR as-
sumption can be obtained as in (23), with C1 and C2 being
replaced by C3 and C4, respectively.

B. DTF Relaying

In the DTF relaying scheme, the transmitted and received
signals for the first hop are the same as in (35) and (37), re-
spectively. The relay performs the data detection by producing
the estimates of the transmitted bits as in (38) and making hard
decisions on them. The vector of the detected bits is given by
b̂R = sign(zR). Those hard decisions result in superior perfor-
mance compared with the AF relaying scheme, as will be shown
in the following section. In the second hop, the transmitted sig-
nals at the relay and the received signals at the destination can
be expressed, respectively, as in (39) and (40), with z̄R being
replaced by b̂R. Finally, the decision variables can be obtained
as in (41). It is straightforward to show that the received SNRs
per bit for the first and second hops, respectively, are

γ1 =
(E + I)γ̆

JR
(43a)

γ2 =
(E′ + I′)γ̆

JD
. (43b)

1) Outage Probability: Comparing (43) with (24), we ob-
serve that they are of similar form. Hence, we can follow the
approach that was taken to derive the outage probability for the
DF relaying scheme. In the case of JR = JD = 1, we obtain
the outage probability as in (25), with C1 and C2 being replaced
by C3 and C4, respectively. In other cases, the outage probability
is obtained through simulations.

2) AOF: Due to the aforementioned similarity, we follow
the approach in Section III-B2 in deriving the AOF for this
scheme. When JR = JD = 1, the AOF is approximately cal-
culated using (26) and (31), with C1 and C2 being replaced by
C3 and C4, respectively. Otherwise, the AOF is obtained through
simulations.

3) BER: We follow the approach in Section III-B3 in de-
riving the average BER for this scheme. When JR = JD = 1,
the BER is obtained as in (32), where Pe1 and Pe2 are the
same as in (33) and (34), with C1 and C2 being replaced by C3

and C4, respectively. Otherwise, the BER is obtained through
simulations.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical examples of the results that are
derived in this paper are presented. The system setup is depicted
in Fig. 1, where we assume that the source and the destination
are separated by a distance of 8 m, and the relay is located
halfway between them. The total multipath gains P and P̃ are
calculated according to the UWB path loss model described
in [29, eq. (1)]. In generating the UWB energy-normalized
channel coefficients {ϕl}L−1

l=0 and {ϕ̃l}L−1
l=0 , we assume that

Lt = 50, m = m̃ = 2, Ω0 = Ω̃0 = 0.054, and 	 = 	̃ = 0.95
[25]. For illustration purposes, we only consider the cases
where MS, JR, MR, and JD ≤ 2, except in Section V-D.

Fig. 2. Outage probabilities of the receiver-CSI-assisted nonrelay and relay
systems, all with L = 20.

Fig. 3. Outage probabilities of the transmitter-CSI-assisted nonrelay and relay
systems, all with L = 20.

In all simulations, we use binary pulse amplitude modu-
lation (BPAM) for data transmissions and obtain the SNRs
(i.e., γ) of the decision variables as follows. First, the signal
and noise components of the decision variables for the DCF
relay system are exactly generated according to the processing
given in (6)–(8), (10), and (11), whereas those for the AF
relay system are exactly generated according to the processing
given in (37), (38), (40), and (41). Such generation in the
DF and DTF cases follows the aforementioned processing,
with the modifications described in Sections III-B and IV-B,
respectively. Second, calculating the power ratio between the
signal and noise components of such a decision variable yields
its SNR. This procedure is repeated for several different channel
realizations. The histograms of such channel ensembles give
a discrete approximation of the pdf of the SNR such that
the outage probability, AOF, and BER can be computed. To
simplify the simulations, we assume that Nf = 1, and hence,
Ef = Eb/2.

In Figs. 2–9, the numbers in parentheses in the legends repre-
sent MS, JR, MR, and JD, respectively, for the relay systems,
and MS and JD, respectively, for the nonrelay systems. The
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Fig. 4. BERs of the receiver-CSI-assisted relay systems, all with L = 20.

Fig. 5. BERs of the transmitter-CSI-assisted relay systems, all with L = 20.

Fig. 6. Effect of the correlation coefficient ρ on the performance of the
receiver-CSI-assisted relay systems.

transmit energy per bit in the relay systems is set equal to that
in the nonrelay systems, i.e., Eb. In Figs. 2 and 3, and Figs. 6–9,
the SNR threshold (γth) is chosen to be 10 dB.

Fig. 7. Effect of the spatial correlation coefficient ρ on the performance of the
transmitter-CSI-assisted relay systems.

Fig. 8. Comparison of the opportunistic and proposed relay systems.

Fig. 9. Comparison of the nonrelay systems with MS, JD > 2 and the
proposed relay systems using fewer transmit and/or fewer receive antennas.

A. Outage, BER, and AOF Performance

Fig. 2 shows the outage probabilities of the receiver-CSI-
assisted relay systems [computed with (14) and (25) for the
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DCF and DF cases, respectively] and corresponding nonrelay
systems (i.e., where the destination knows the channel matrices
for the source–destination link, which is denoted by {H◦ l}L−1

l=0 ),
all with L = 20. The outage results for the nonrelay case are
obtained by using

Pout = 1 −
L−1∑
l=0

μ
◦∑

k=1

Δ
(
l, k, μ

◦
, {Φ◦q}L−1

q=0

)Γ
(
k,MSγth/(γ̆Φ

◦
l)
)

(k − 1)!
(44)

where μ
◦ = MSJDm

◦
and Φ

◦
l = P

◦
Ω
◦

l/m
◦

. We calculate P
◦

ac-

cording to [29, eq. (1)]. We set m
◦ = m, Ω

◦
0 = Ω0, and 	

◦ = 	.
As shown in the figure, deploying multiple antennas improves
the outage performance of those systems. Moreover, significant
improvement in the outage probabilities of the DCF and DF re-
lay systems is observed when increasing the number of receive
antennas, i.e., JR = JD = 2. This result corresponds to the fact
that, in each hop, with the partial CSI at the receiver side,
using multiple receive antennas can provide a higher spatial
diversity gain compared with using multiple transmit antennas
[43]. With the same values of MS, JR, MR, JD, and L, the DF
relay system generally yields a performance gain over its DCF
counterpart due to the additional signal processing, i.e., the hard
decisions, at the relay.

Fig. 3 shows the outage probabilities of the transmitter-CSI-
assisted (i.e., AF and DTF) relay systems and corresponding
nonrelay systems (i.e., where the source knows the channel
matrices {H◦ l}L−1

l=0 ). The results, except those for the case where
JR = JD = 1, are obtained by simulations and then labeled
with “(simu.).” When JR = JD = 1, the outage probabilities
of the AF and DTF relay systems are calculated based on
(14) and (25), with the parameter replacement described in
Sections IV-A1 and IV-B1, respectively. In the nonrelay case
with JD = 1, the outage probability can directly be obtained
from (44). It is clear in Fig. 3 that increasing the number
of transmit antennas remarkably ameliorates the outage per-
formance, compared with employing a single transmit and
receive antenna per hop. This is because the spatial diversity
provided by multiple transmit antennas is properly exploited
in the transmitter-CSI-assisted systems. On the other hand,
increasing the number of receive antennas is not beneficial,
because the data transmission structure as represented by (35)
[and/or (39)] is simple for the case when JR > 1 (and/or
JD > 1).6 Advanced space–time coding schemes might im-
prove the efficiency of using multiple receive antennas in this
kind of systems.

For the same reason as in the comparison of the DCF
and DF relay systems, the outage probabilities of the DTF
relay systems are less than their AF counterparts. Comparing
Fig. 3 with Fig. 2, one can see that the AF and DCF relay
systems, both with (1, 1, 1, 1) and L = 20, yield the same

6This may be explained, e.g., by considering (42) for the AF relay system.
Recall that when JR > 1 (and/or JD > 1), I (and/or I′) in (42) exists and
can take both positive and negative values due to the equiprobable positive or
negative polarity of the UWB multipath components, i.e., θl included in (1).
These negative values can degrade γ in (42), hence, the corresponding outage
performance.

TABLE II
AOFs AT Eb/N0 = 25 dB

performance. This comes from the fact that, regardless of
L, γ for these two systems [i.e., (42) and (12)] are exact-
ly the same when MS = JR = MR = JD = 1. However, for
(MS, JR,MR, JD) = (2, 1, 2, 1) and L = 20, the AF relay
system yields superior performance. Similar trends can also
be observed in the DTF and DF relay systems. Among the
considered systems with L = 20, the DF relay system with
(2, 2, 2, 2) achieves the best performance.

To verify the analytical BER results developed in
Sections III-A3, III-B3, IV-A3, and IV-B3, we plot the BER
curves of the receiver-CSI-assisted relay systems and those of
the transmitter-CSI-assisted relay systems in Figs. 4 and 5,
respectively. The analytical high-SNR approximations are la-
beled with “(appr.).” As shown in both figures, the simulated
results closely match the approximate ones, even in the low
SNR range, which yields yet less meaningful BERs (e.g., 10−1),
and the tightness of the approximations improves as Eb/N0

increases. Obviously, the results of these two figures support the
outage performance comparisons that were presented earlier.
Due to their poor performance, the AF and DTF relay systems
for the case where JR, JD > 1 are not discussed in the rest of
this paper.

Table II shows the approximate AOFs developed in
Sections III-A2, III-B2, IV-A2, and IV-B2, as well as their
simulated counterparts, when Eb/N0 = 25 dB and the product
of the numbers of transmit antennas, receive antennas, and
(pre-)Rake fingers is fixed in each hop, in particular MSJRL =
MRJDL = 20. We can observe that, for all considered relay
systems, the approximate AOFs are in good agreement with
the simulated ones. Note that (12) and (42) [or (24) and (43)]
are identical when MS = JR = MR = JD = 1. This is the
reason why the DCF (or DF) relay system with (1, 1, 1, 1)
and L = 20 possesses the same approximate and simulated
AOFs as its AF (or DTF) counterpart. The results in this table
indicate that increasing the number of transmit or receive
antennas more efficiently reduces the severity of UWB fading
that is experienced by those relay systems than increasing the
number of fingers does.

B. Effect of Spatial Correlation

The spatial correlation between the antennas has not been
taken into account so far. From a practical point of view,
it is important to investigate how such correlation affects
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the performance of the proposed relay systems. In what fol-
lows, we examine this effect on their outage performance. In
Appendix A, the detailed calculation of the pdf’s and cdf’s of
E and E′ in the spatial correlation case is provided. Based on
these functions, the outage probabilities of the DCF and DF
relay systems are obtained by numerically computing the first
line of (14) and the third line of (25), respectively, and the
outage probabilities for the AF and DTF cases can similarly be
calculated when JR = JD = 1. Figs. 6 and 7 illustrate the effect
of the spatial correlation coefficient ρ on the outage perfor-
mance of the receiver-CSI-assisted and transmitter-CSI-assisted
relay systems, respectively. We set MSJRL = MRJDL = 8
to reduce the simulation time. To make the outage curves
readable in Fig. 6, some results at ρ = 0.5 are excluded. In
both figures, we observe that the outage probabilities of such
relay systems increase as the spatial correlation coefficient
increases. In particular, the DF and DTF relay systems are
slightly more vulnerable to the spatial correlation compared
with the DCF and AF ones, respectively. Furthermore, it is
apparent in Fig. 6 that, in both the DCF and DF cases, the
performance penalty of such correlation becomes more evident
when using multiple transmit and receive antennas. Because
the spatial correlation in UWB channels mainly depends on an-
tenna spacing [26], the above observations suggest that careful
design of this spacing is essential for the UWB MIMO relay
systems.

C. Comparison with Opportunistic Relaying

Recently, the opportunistic relaying schemes, in which only
the best relay is chosen to be active among all available relays,7

have been proposed by Bletsas et al. [44] and shown to be
outage optimal for a multiple-relay scenario. Note that such
outage-optimal schemes resemble our proposed schemes in the
sense that only one relay is used to forward data toward the
destination. Therefore, it is worthwhile to compare them in
terms of their outage probabilities. In the case of opportunistic
relaying, we set JR = MR = 1 for all available relays and
MS = JD = 1, as used in [44]. For convenience of presen-
tation, let αq,l and α̃q,l be the lth path channel coefficient
between the source and qth relay and that between the qth relay
and destination, respectively, Q = {1, 2, . . . , Q} be the set of
Q available relays, and q� be the index of the best relay. To
conform with the CSI assumption made in [44] but provide a
fair comparison with our proposed schemes, we assume that
the qth relay knows both {αq,l}L−1

l=0 and {α̃q,l}L−1
l=0 . Under this

assumption, two opportunistic relaying schemes, i.e., oppor-
tunistic AF and opportunistic DTF, can be considered for UWB
data transmissions. In the opportunistic AF scheme, the data
transmission from the source to the best relay can be described
by (5)–(8) with MS = JR = MR = JD = 1, whereas the one
from this relay to the destination can be described by (39)–(41)
with these antenna numbers. The description of such data
transmissions for the opportunistic DTF scheme can be done

7We limit our discussion on such schemes to proactive opportunistic relaying
[44]. Proactive means that the relay selection is performed prior to the source
transmission.

in the same way, except that z̄R,1 in (39) and (40) is substituted
by b̂R,1, because the best relay makes a hard decision on zR,1 in
(8) (note that Nb = 1 as MS = MR = 1). Now, the best relay
can be represented by its index, i.e.,

q� =

{ arg max
q∈Q

γq, opportunistic AF

arg max
q∈Q

[min(γq,1, γq,2)] , opportunistic DTF (45)

where γq = EqE′
qγ̆

2/(Eqγ̆ + E′
qγ̆ + 1) is the overall end-to-

end SNR per bit, γq,1 = Eqγ̆ and γq,2 = E′
qγ̆ are the received

SNRs per bit for the first and second hops, respectively,
Eq =

∑L−1
l=0 α2

q,l, and E′
q =
∑L−1

l=0 α̃2
q,l. Here, we have used

the assumption that the equal power allocation between the
source and the best relay is adopted. It is not difficult to show
that the outage probabilities for both schemes can be written
as Pout,q� =

∏Q
q=1 Pout,q, where Pout,q in the opportunistic

AF and opportunistic DTF cases are expressed as (14) and
(25), respectively, both with MS = JR = MR = JD = 1. In
Fig. 8, we plot the outage probabilities of the opportunistic
relay systems, along with those of our proposed systems. As
one can expect, the outage performance of the opportunistic
AF and opportunistic DTF systems with L = 20 and Q = 2
is superior to that of the proposed AF (or DCF) and DTF
(or DF) systems with (1, 1, 1, 1) and L = 20, respectively.
Interestingly, in the outage probability range of interest, the
opportunistic AF system with L = 20 and Q = 4 performs even
worse than the proposed DCF (2, 2, 2, 2) and AF (2, 1, 2, 1)
systems with L = 14 and ρ = 0.9. Also, the opportunistic DTF
system with L = 20 and Q = 4 yields poorer outage perfor-
mance than the proposed DF (2, 2, 2, 2) and DTF (2, 1, 2, 1)
systems with L = 16 and ρ = 0.9. These results imply that the
deployment of more transmit and/or receive antennas can be
more beneficial compared with inserting additional relays in the
SISO single-relay systems (i.e., MS = JR = MR = JD = 1
and Q = 1).

D. Further Comparison of the Nonrelay and Proposed
Relay Systems

It would be interesting to compare the nonrelay systems
with MS, JD > 2 and the proposed relay systems using fewer
transmit and/or fewer receive antennas. To this end, we plot in
Fig. 9 the outage curves of these systems. For simplicity, we
assume that MS = MR and JR = JD for the proposed relay
systems. In this figure, it is shown that, when MS, JD, and L for
the nonrelay systems are equal to MS + MR, JR + JD (except
the AF and DTF cases, because JD = 1 in the transmitter-
CSI-assisted nonrelay case), and L for their relay counterparts,
respectively, the former systems outperform the latter ones. For
instance, the receiver-CSI-assisted nonrelay system with (4, 4)
and L = 20 has better outage performance than the DCF and
DF relay systems with (2, 2, 2, 2) and L = 20. However, when
we deploy more transmit or receive antennas in such relay
systems, their superiority over the nonrelay systems can be
observed, e.g., the DF (2, 3, 2, 3) and DTF (3, 1, 3, 1) systems
with even L = 13 exhibit outage performance comparable to
the receiver-CSI-assisted nonrelay (4, 4) and transmitter-CSI-
assisted nonrelay (4, 1) systems with L = 20, respectively. This
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result also implies that, for UWB relay systems, deploying mul-
tiple receive (or transmit) antennas can help reduce the required
number of Rake (or pre-Rake) fingers, which is consistent with
the nonrelay cases in [43] and [45].

VI. CONCLUSION

In this paper, we have presented the dual-hop UWB MIMO
relay systems according to the CSI availability. In particular,
the DCF and DF relay systems have been designed with the
partial CSI available at the receiver side, whereas the AF and
DTF ones have been designed with the partial CSI available
at the transmitter side. To study and compare the system per-
formance, we have derived the exact outage probabilities of
those systems over a UWB fading channel, except for the AF
and DTF cases with JR, JD > 1. Moreover, we have presented
the closed-form approximations for the AOFs and BERs of
the systems in the high-SNR regime and shown that these
approximations are quite accurate, even in the whole SNR range
of interest. The numerical results shed some light on the design
of the UWB MIMO relay systems. In addition, the comparison
study of our proposed systems and the opportunistic relay
systems has been given to assess the effectiveness of the former
systems.

APPENDIX A
CDF’s AND PDF’s OF E AND E′

Referring back to Section II, let us define μ = MSJRm, μ̃ =
MRJDm̃, Φl = Pηl = PΩl/m, and Φ̃l = P̃ η̃l = P̃ Ω̃l/m̃ for
ease of exposition. We first consider the case that the channel
coefficients [Hl]ij’s are statistically independent and so are
[Gl]ij’s. We refer to this case as the spatial uncorrelation case.
Using (3) and (4), and with the help of [46, eq. (7)], we obtain

fEl
(x;μ,Φl) =

xμ−1

Φμ
l (μ − 1)!

exp
(
− x

Φl

)
U(x) (46)

FEl
(x;μ,Φl) =

⎡
⎣1 −

Γ
(
μ, x

Φl

)
(μ − 1)!

⎤
⎦U(x)

=

[
1 − exp

(
− x

Φl

) μ−1∑
v=0

1
v!

(
x

Φl

)v
]

U(x).

(47)

Applying [47, Th. 1], the pdf and cdf of E can be derived,
respectively, as

fE(x) =
L−1∑
l=0

μ∑
k=1

Δ
(
l, k, μ, {Φq}L−1

q=0

)
fEl

(x; k,Φl) (48)

FE(x) =
L−1∑
l=0

μ∑
k=1

Δ
(
l, k, μ, {Φq}L−1

q=0

)
FEl

(x; k,Φl) (49)

where

Δ
(
l, k, μ, {Φq}L−1

q=0

)

=
(−1)(L−1)μΦk

l

[(μ − 1)!]L−1∏L−1
q=0 Φμ

q

μ∑
i1=k

i1∑
i2=k

· · ·

iL−3∑
iL−2=k

[
(2μ − i1 − 1)!

(μ − i1)!

(
1
Φl

− 1
Φ0+U(−l)

)i1−2μ

× (iL−2 + μ − k − 1)!
(iL−2 − k)!

×
(

1
Φl

− 1
ΦL−2+U(L−2−l)

)k−iL−2−μ

×
L−3∏
p=1

(μ + ip − ip+1 − 1)!
(ip − ip+1)!

×
(

1
Φl

− 1
Φp+U(p−l)

)ip+1−ip−μ
]
. (50)

Following [47, eq. (8)], we can recursively calculate Δ(l, k, μ,
{Φq}L−1

q=0 ) as

Δ
(
l, μ−k, μ, {Φq}L−1

q=0

)
=

μ

k

L−1∑
p,q=0,q �=l

1
Φp+1

l

(
1
Φl

− 1
Φq

)−(p+1)

× Δ
(
l, μ−k+p+1, μ, {Φq}L−1

q=0

)
(51)

with Δ(l, k, μ, {Φq}L−1
q=0 )=(1/

∏L−1
q=0,q �=l Φ

μ
q )
∏L−1

p=0,
p�=l

((1/Φp)−
(1/Φl))−μ. Similarly, the pdf and cdf of E′ are obtained as (48)
and (49), respectively, both with μ being replaced by μ̃ and Φq

(and Φl) being replaced by Φ̃q (and Φ̃l).
Next, we extend the aforementioned derivation to the so-

called spatial correlation case, where the channel coefficients
[Hl]ij’s are statistically correlated and so are [Gl]ij’s . Follow-
ing the approach outlined in [48], it is straightforward to show
that the MGF of El is

MEl
(s) = [det (IMSJR − sΦlΥ)]−m (52)

where Υ is the channel correlation matrix. The details
regarding the spatial correlation modeling can be found in
[25]. For analytical simplicity, it is assumed that the correlation
properties at the transmitter side are independent of those at
the receiver side [49]. Under this assumption, the correlation
matrix is modeled as Υ = Υt ⊗ Υr, where Υt and Υr are the
MS × MS transmit and JR × JR receive covariance matrices,
respectively. Moreover, we assume an exponential correlation
model, i.e., deploying an equispaced linear array of antennas
at the transmitter side and at the receiver side, and assume
the same spatial correlation at both sides. Mathematically,
[Υt]pq = ρ|p−q| and [Υr]p′q′ = ρ|p

′−q′|, where ρ is the
correlation coefficient between two neighboring antennas, p,
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q = 1, 2, . . . ,MS, and p′, q′ = 1, 2, . . . , JR. Let {λc}Nλ
c=1 be the

distinct eigenvalues of Υ, where λc has algebraic multiplicity
κc such that

∑Nλ

c=1 κc = MSJR. Hence, the MGF can be
expressed as [48]

MEl
(s) =

Nλ∏
c=1

1
(1 − sΦlλc)κcm

. (53)

Using a partial fraction expansion of the product in (53), we get

MEl
(s) =

Nλ∑
c=1

κcm∑
j=1

εc,j

(1 − sΦlλc)j
(54)

where

εc,j =
1

(κcm − j)! (−Φlλc)κcm−j

×
⎧⎨
⎩ ∂κcm−j

∂sκcm−j

⎡
⎣ Nλ∏

j′=1,j′ �=c

1
(1 − sΦlλj′)κj′m

⎤
⎦
⎫⎬
⎭
∣∣∣∣∣
s= 1

Φlλc

.

It is not difficult to verify that εc,j does not depend on Φl,
and thereby, the latter can be dropped in the expression of the
former. By taking the inverse Laplace transform of MEl

(−s)
derived from (54), the pdf of El is obtained as follows:

fEl
(x) =

Nλ∑
c=1

κcm∑
j=1

εc,j xj−1

(Φlλc)j (j − 1)!
exp
(
− x

Φlλc

)
U(x)

=
Nλ∑
c=1

κcm∑
j=1

εc,j fκ(x; j,Φlλc) (55)

where κ is the Gamma distributed random variable. Thus

FEl
(x) =

Nλ∑
c=1

κcm∑
j=1

εc,j

⎡
⎣1 −

Γ
(
j, x

Φlλc

)
(j − 1)!

⎤
⎦U(x)

=
Nλ∑
c=1

κcm∑
j=1

εc,j Fκ(x; j,Φlλc). (56)

Unlike in the spatial uncorrelation case, the pdf and cdf of E
cannot simply be expressed as the linear summation of (55) and
(56), respectively, except for the case where L = 1. However,
the pdf can numerically be computed as the inverse Laplace
transform of

∏L−1
l=0 MEl

(−s), and then, the cdf can readily be
obtained. Likewise, the MGF of E′

l is written as in (52), with
MS, JR, m, Φl, and Υ being replaced by MR, JD, m̃, Φ̃l, and
Υ̃ = Υ̃t ⊗ Υ̃r, respectively. Hence, the pdf and cdf of E′

l can
be derived in the same way as those of El, and the pdf and cdf
of E′ can numerically be evaluated.

APPENDIX B
PDF OF THE END-TO-END SNR PER BIT

FOR THE DCF RELAY SYSTEM

Taking the derivative of (14) with respect to γth, we obtain
the pdf for γ of (12) as

fγ(x) = 2
L−1∑
l=0

μ∑
k=1

Δ
L−1∑
l′=0

μ̃∑
k′=1

Δ′
√

C2

C1

(
1 +

1
x

)
(C1x/γ̆)k

(k − 1)!

× exp
(
−x

γ̆
(C1 + C2)

)

×
k′−1∑
j1=0

(C2x/γ̆)j1

j1!

j1∑
j2=0

(
j1
j2

)[C1

C2

(
1 +

1
x

)] j2
2

×
k−1∑
j3=0

(
k − 1

j3

)[C2

C1

(
1 +

1
x

)] j3
2

×
{[

1
γ̆

(C1 + C2) − j1 + k

x
+

1 + j2 + j3
2x(1 + x)

]

×Kj3−j2+1

(
2
γ̆

√
C1C2x(1 + x)

)

+
1
2γ̆

(
2 +

1
x

)√C1C2x

1 + x

×
[
Kj3−j2

(
2
γ̆

√
C1C2x(1 + x)

)

+Kj3−j2+2

(
2
γ̆

√
C1C2x(1 + x)

)]}
U(x).

(57)
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