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Abstract—We propose a new hybrid wireless geolocation
scheme that requires only one observation quantity, namely, the
received signal. The attenuation model is explored herein to cap-
ture the propagation features from the received signal. Thus,
it provides a more accurate approach for wireless geolocation.
To investigate geolocation accuracy, we consider the time-of-
arrival (ToA) estimation in the presence of path attenuation. The
maximum-correlation (MC) estimator is revisited, and the exact
maximum-likelihood (ML) estimator is derived to estimate the
ToA. The error performance of the ToA estimates is derived
using a Taylor expansion. It is shown that the ML estimate is
unbiased and has a smaller error variance than the MC estimate.
Numerical results illustrate that, for a low effective bandwidth,
the ML estimator well outperforms the MC estimator. Afterward,
we derive the Cramér–Rao bound (CRB) for the mobile position
estimation. The obtained result, which is applicable to any value
of path loss exponents, gives a generalized form of the CRB
for the ordinary geolocation approach. In seven hexagonal cells,
numerical examples show that the accuracy of the mobile position
estimation exploring the path loss is improved compared with that
obtained by the usual geolocation.

Index Terms—Non-line-of-sight (NLoS) propagation, parame-
ter estimation, path loss.

I. INTRODUCTION

A PPLICATIONS of subscriber location continue to expand
in wireless services, e.g., global positioning system, intel-

ligent transport systems, road-side assistance, location-sensitive
billing, and mobile yellow pages (see, e.g., [1] and [2], and for
indoor, see [3] and [4]). In addition to data communication for
wireless networks, user geolocation has been deemed viable
due to the emergency requirement by the Federal Commu-
nications Commission and the European Commission [5]. In
general, two methods can be adopted to find the user position:
network-based and handset-based approaches. In the handset-
based approach, wireless geolocation is an operation that mea-
sures the radio signals traveling between a mobile station (MS)
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and a set of fixed stations (FSs). The information for radioloca-
tion can be gathered using the signal strength (SS), the angle of
arrival, the time of arrival (ToA), the time difference of arrival
(TDoA), or their combinations (see, e.g., [6]–[8] and references
therein). This information is used to form a location estimate.
Toward this end, position location may be conducted in a uni-
lateral or multilateral manner [9]. In the unilateral approach, the
MS estimates its own position based on the signal received from
the transmitters whose locations are known. For a multilateral
system, the MS position is estimated from the signal transmitted
by the MS and received at multiple FSs. One of the most
important problems in realistic situations is that the system is
subject to the sources of errors [10], including multipath prop-
agation [11], non-line-of-sight (NLoS) propagation [12]–[14],
and multiple-access interference.

It is well known that the variance of the estimates from
any unbiased estimator is bounded by the Cramér–Rao bound
(CRB) [15]–[17]. The CRB cannot be attained in general by
using finite data but is achievable under regularity conditions by
a statistically efficient estimator, e.g., the maximum-likelihood
(ML) estimator [18]. For quantifying the inherent accuracy
limitation of parameter estimation, the CRB is quite accurate
and simple to derive. Recently, the CRB has been analyzed
in [19] for several geolocation schemes in the presence of
NLoS propagation. It reveals that the Fisher information matrix
(FIM) of a hybrid SS–TDoA scheme can be acquired by the
superposition of the FIMs from both methods. Hybrid ap-
proaches outperform those using only one feature in the aspects
of estimation accuracy [20], [21] and reliability [22]. It is
worth noting that the frameworks in [19] and [20] are composed
of two separate techniques, which require two different mea-
surements: the baseband received signal and the mean SS. Even
though both features are jointly formulated via the positioning
distance, the parameter estimation needs to collect two kinds
of the observation data and then separately be performed.
Unfortunately, this combination makes parameter estimation
cumbersome.

In this paper, we consider the inherent accuracy of the MS
position estimation in a handset-based mutilateral geolocation
system using the ToA. Unlike [19] and [20], the SS model
and the time delay model are herein combined together to
form a composite received-signal model. As a consequence, it
requires only the received signal to perform the geolocation.

0018-9545/$26.00 © 2009 IEEE
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The novelty, merits, and contributions of this paper can be
summarized as follows.

• The novelty of this paper is the ML estimator for the ToA
estimation taking into account the information of the path
attenuation.

• The merit of this paper is that the following results are
shown: The incorporation of the path loss information
into the new mobile position estimation algorithm causes
no significant additional computation burden but provides
better estimation accuracy and a larger positioning range.

• The contributions of this paper lie in the asymptotic error
performance analysis. To investigate the accuracy of the
mobile position estimation, the corresponding CRB is
provided. This result gives a generalized form of the CRB
with respect to the usual time delay case.

Some mathematical notations are invoked as follows.
log10(·) is the logarithm of base 10. (·)T is the transpose of a
matrix.

.= denotes the equivalence from neglecting an irrelevant
term. The little “o” in u(τ − τb) = o(v(τ − τb)) stands for
limτ→τb

(u(τ − τb)/v(τ − τb)) = 0. �(·) is the real part. (·)∗
denotes the complex conjugate. En(t){·} is the expectation with
respect to n(t). (·)−1 is the inverse operator. B � C means that
the difference matrix D = B − C is positive semidefinite. tr(·)
is the trace operator. [M][2×2] is the first 2 × 2 block of M. δ·,·
is the Kronecker delta function, which is equal to one when its
arguments are equal and zero otherwise.

The rest of this paper is organized as follows. In Section II,
the path loss model is presented for the wireless geolocation in
the presence of NLoS. In Section III, we analyze the error of the
time delay estimate. In Section IV, the CRB is derived for the
proposed geolocation model. In Section V, numerical examples
are presented for various scenarios. Finally, the conclusion is
drawn in Section VI.

II. SYSTEM MODEL

Let us consider an MS transmitting a radio signal through a
wireless channel to a number of base stations (BSs). Let B be
the number of all BSs, whose locations, i.e., pb = [xb yb]T,
b ∈ {1, 2, . . . , B}, are known. We assume that there is no
additional loss of energy, except the path loss attenuation, for
the transmitted signal when radio waves propagate in media.
There is, however, attenuation in the channel. At each BS, the
received energy at the bth BS can be expressed by (see, e.g.,
[23, p. 46] and [24, p. 38])

Eb =
dγb

0

dγb

b

κEs (1)

where d0 is the close-in reference in the far-field region, db is
the distance between the MS and the bth BS, γb is the path loss
exponent at the bth BS, Es =

∫∞
−∞ |s(t)|2dt is the energy of

transmitted signal s(t), and κ is the unitless constant depending
on the antenna characteristics and average channel attenuation,
which is given by

κ =
c2

16π2f2
0 d2

0

(2)

with f0 being the center frequency of the wireless system and c
being the speed of light. At f0 = 1.9 GHz and for d0 = 100 m,
it is shown in [25] that κdB = 10 log10(κ) ≈ −78 dB. Let
M < B − 1 be the number of the BSs that receive a set N ∈
{1, 2, . . . ,M} of NLoS signals. The line-of-sight (LoS)/NLoS
detection for the considered problem is beyond the scope of
this paper and can be left for future work. Readers are referred
to [26] and [27] for various ideas of identifying the LoS and
NLoS. The channel is assumed herein to be static such that
1) the large-scale fading is considered as a spatial average
over the small-scale fluctuations of the signals [28, p. 847] and
2) the excess propagation distances {lm}M

m=1 are constant over
the observation period.1 Let τb be the time delay of received
signal at the bth BS

τb(x, y, lb) =
1
c

(√
x̃2

b + ỹ2
b + lb

)
(3)

where x̃b = x − xb and ỹb = y − yb are the relative distances,
lb = 0 means no additional propagation distance for the LoS
b∈{M+1,M+2, . . . , B}, and lm >0 is the additional propa-
gation distance for the NLoS m ∈ {1, 2, . . . ,M}. As db = cτb,
the energy based on (1) can be rewritten as

Eb =
1(√(

x̃b

d0

)2

+
(

ỹb

d0

)2

+ lb
d0

)γb
κEs. (4)

Since (1) and (4) are valid only in the far field, it is assumed
that d0 is less than

√
x̃2

b + ỹ2
b . This means that, within a circle

of radius d0, there are no BSs. Note that, for free-space path
loss, the path loss exponent is γb = 2 [29, p. 304], [30, p. 88],
while for a wireless environment, the path loss exponent can be
less than two [23, p. 47]. The range of the path loss exponent
is wide due to the attenuation caused by scattering objects. The
received baseband signal can be written as [19]

rb(t) = abs(t − τb) + nb(t) (5)

where s(t) is the known waveform, ab and τb are the amplitude
and the time delay of the propagation to the bth BS, and nb(t) is
an additive noise at the bth BS that is assumed to be a complex-
valued zero-mean white Gaussian process with double-sided
power spectral density N0 (in joules) [31, eq. (8.17)]. Assume
that the transmitted signal is nonzero only in the interval
(0, Ts], where Ts is the signal period. The relation among the
received energy, the transmitted energy, and the path gain can be
postulated as Eb = a2

bEs. The amplitude can then be shown as

ab =
1(√(

x̃b

d0

)2

+
(

ỹb

d0

)2

+ lb
d0

) 1
2 γb

√
κ. (6)

In this model, we can see that rb(t) is a random signal caused
by the randomness of nb(t). Since the position p and the

1For random NLoS excess propagation paths, if the knowledge of the
distribution of lm is available, the parameter estimation can be cast into a
maximum a posteriori approach [19].
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nuisance parameter lb are unknown and deterministic, so
are their reparameterizations ab and τb. All the unknown
parameters can be aggregated into the vector θ ∈ R

(M+2)×1 as

θ = [pT lT]T (7)

where l ∈ R
M×1 is given by

l = [ l1 l2 · · · lM ]T. (8)

The problem of the parameter estimation can be stated as
follows. Given the observation {rb(t)}B

b=1 over the period
t ∈ (0, T ] for T > 0 in which θ is invariant, find the unknown
parameter θ. The solution to this problem can uniquely be
determined [32] when the number of the received signals B is
equal to or larger than the number of the unknown parameters
M + 2. It means that B ≥ M + 2. This condition is assumed
to be held throughout this paper, since the FIM will be of full
rank, and thus, the performance bound of the mobile position
estimate can be evaluated.

Assume that the discrimination between the LoS and NLoS
propagations has been conducted. The received-signal ampli-
tudes {ab}B

b=1 and the positive delay distances {lm}M
m=1 are

assumed to be unknown, whereas the position of the MS, i.e.,
p = [x y]T, is the parameter of interest.

Let the solution of the homogeneous Fredholm integral
equation

λb,kfb,k(t)=

T∫
0

ϕb(t, t́)fb,k(t́)dt́, k∈{1, 2 . . . ,K} (9)

be the eigenvalue λb,k and the orthonormal function fb,k(t),
where the kernel ϕb(t, t́) is the eigenfunction of the noise
autocovariance function. According to the Karhunen–Loève
expansion (see, e.g., [33, p. 37], [34, p. 279], and [35, p. 298]),
the signal can be represented as

rb(t) = lim
K→∞

K∑
k=1

rb,kfb,k(t) (10)

where the received-signal sample is given by rb,k =
∫ T

0 fb,k(t)
rb(t)dt. From (5), the received-signal sample can be
expressed as

rb,k = absb,k + nb,k (11)

where the signal and noise samples are given by sb,k =∫ T

0 fb,k(t)s(t − τb)dt and nb,k =
∫ T

0 fb,k(t)nb(t)dt. Assume
that the basis function fb,k(t) is chosen such that the noise sam-
ples {nb,k}K

k=1 are identically and independently distributed.
The probability density function (pdf) of the complex Gaussian
random multivariate {rb,k}K

k=1 can be written as

p(rb,1, . . . , rb,K |τb)=
1

(πN0)K
e
− 1

N0

K∑
k=1

|rb,k−absb,k|2

. (12)

Given the continuous signal rb(t); t ∈ (0, T ], the likelihood of
τb can be written in the logarithmic scale as

	 (τb|rb(t); t ∈ (0, T ]) = lim
K→∞

ln (p(rb,1, . . . , rb,K |τb))

.= − 1
N0

T∫
0

|rb(t) − abs(t − τb)|2 dt.

(13)

Assume that the noises from different BSs are independent of
each other. Given the received signal from all BSs

r(t) = [ r1(t) r2(t) · · · rB(t) ]T (14)

the log likelihood of τ is given by

	 (τ |r(t); t ∈ (0, T ]) .= − 1
N0

B∑
b=1

T∫
0

|rb(t) − abs(t − τb)|2 dt.

(15)

III. ToA ESTIMATION AND PERFORMANCE ANALYSIS

Let us determine the first and second derivatives of ab from

∂

∂τ
ab(τ) = − 1

2
1
τ

γbab(τ) (16a)

∂2

∂τ2
ab(τ) =

1
2

1
τ2

(
1 +

1
2
γb

)
γbab(τ). (16b)

Let ρss,b(τ) be the correlation function between the transmitted
signal with the true time delay and the transmitted signal with a
delayed time τ defined by

ρss,b(τ) =

T∫
0

� (s∗(t − τb)s(t − τ)) dt. (17)

Assume that the transmitted signal is continuously differen-
tiable up to the second order. Taking the second-order Taylor
series of ρss,b(τ) around the true value of the time delay, i.e.,
τb, we can see that [36, App. 2.1]

ρss,b(τ) = ρss,b(τb) +
∂

∂τ
ρss,b(τ)

∣∣∣∣
τ=τb

(τ − τb)

+
1
2!

∂2

∂τ2
ρss,b(τ)

∣∣∣∣
τ=τb

(τ − τb)2 + o
(
(τ − τb)3

)
. (18)

Let us consider

∂

∂τ
ρss,b(τ)

∣∣∣∣
τ=τb

= −
T−τ∫
−τ

�
(

s (t′ − (τb − τ))
∂

∂t′
s∗(t′)

)
dt′

∣∣∣∣∣∣
τ=τb

= −1
2
|s(t)|2

∣∣∣T−τb

t=−τb

= 0 (19a)
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∂2

∂τ2
ρss,b(τ)

∣∣∣∣
τ=τb

=

T−τ∫
−τ

�
(

s (t′ − (τb − τ))
∂2

∂t′2
s∗(t′)

)
dt′

∣∣∣∣∣∣
τ=τb

= �
(

s(t)
∂

∂t
s∗(t)

)∣∣∣∣
T−τb

t=−τb

−
T−τb∫
−τb

∣∣∣∣ ∂∂t
s(t)
∣∣∣∣
2

dt

= −
∞∫

−∞

∣∣∣∣ ∂∂t
s(t)
∣∣∣∣
2

dt

= −4π2Esβ̄
2 (19b)

where β̄ is the effective (root-mean-square) bandwidth
defined by

β̄ =

√√√√∫∞
−∞ f2 |S(f)|2 df∫∞
−∞ |S(f)|2 df

(20)

with S(f) being the Fourier transform of s(t). Let ρns,b(τ),
ρ̇ns,b(τ), and ρ̈ns,b(τ) be the random correlations defined by

ρns,b(τ) =

T∫
0

� (n∗
b(t)s(t − τ)) dt (21a)

ρ̇ns,b(τ) =

T∫
0

�
(

n∗
b(t)

∂

∂τ
s(t − τ)

)
dt (21b)

ρ̈ns,b(τ) =

T∫
0

�
(

n∗
b(t)

∂2

∂τ2
s(t − τ)

)
dt. (21c)

It can be shown that

Enb(t) {ρns,b(τ)} = 0 (22a)

Enb(t) {ρ̇ns,b(τ)} = 0 (22b)

Enb(t) {ρ̈ns,b(τ)} = 0 (22c)

Enb(t) {ρns,b(τ)ρ̇ns,b(τ)} = 0 (22d)

Enb(t) {ρns,b(τ)ρ̈ns,b(τ)} = − 2π2Esβ̄
2N0 (22e)

Enb(t)

{
ρ2
ns,b(τ)

}
=

1
2
EsN0 (22f)

Enb(t)

{
ρ̇2
ns,b(τ)

}
= 2π2Esβ̄

2N0. (22g)

Let fb(τ) be any objective function, which is differentiable
up to the second order. Taking the first-order Taylor series of
(∂/∂τ)fb(τ) around the true value τb, we arrive at (see, e.g.,
[37, eq. (17 - 9.2)] and [33, eq. (6 - 50)])

∂

∂τ
fb(τ) =

∂

∂τ
fb(τ)

∣∣∣∣
τ=τb

+ (τ − τb)
∂2

∂τ2
fb(τ)

∣∣∣∣
τ=τb

+ o
(
(τ − τb)2

)
. (23)

At the estimated point τ = τ̂b, we obtain [38, p. 240]

0 =
∂

∂τ
fb(τ)

∣∣∣∣
τ=τb

+ (τ̂b − τb)
∂2

∂τ2
fb(τ)

∣∣∣∣
τ=τ̆b

(24)

where τ̆b lies in the line segment between τb and τ̂b. For a
continuous derivative (∂2/∂τ2)fb(τ), the quantity (∂2/∂τ2)
fb(τ)|τ=τ̆b

converges to Enb(t){(∂2/∂τ2)fb(τ)|τ=τb
} with

probability one [38, Ch. 8]. As a result, the time delay estima-
tion error in (24) converges to

τ̂b − τb
∼= −

∂
∂τ fb(τ)

∣∣
τ=τb

Enb(t)

{
∂2

∂τ2 fb(τ)
∣∣∣
τ=τb

} . (25)

In the sequel, two kinds of ToA estimators and their perfor-
mance analysis are presented.

A. MC Estimator

Let ρb(τ) be the correlation function between the received
signal and a delayed replica of the transmitted waveform de-
fined by

ρb(τ) =

T∫
0

� (r∗b(t)s(t − τ)) dt. (26)

The time delay estimate of the maximum-correlation (MC)
estimator is defined as

τ̂MC,b = arg max
τ

ρb(τ). (27)

Substituting (5) into (26) and differentiating ρb(τ) with respect
to the unknown parameter τ , we have

∂

∂τ
ρb(τ) = ab

(
∂

∂τ
ρss,b(τ)

)
+ ρ̇ns,b(τ) (28a)

∂2

∂τ2
ρb(τ) = ab

(
∂2

∂τ2
ρss,b(τ)

)
+ ρ̈ns,b(τ). (28b)

Note that ab is the path gain at the true value τb. Substituting
(19a) and (19b) into (28a) and (28b), respectively, for τb = τ̂b,
we obtain

∂

∂τ
ρb(τ)

∣∣∣∣
τ=τb

= ρ̇ns,b(τb) (29a)

∂2

∂τ2
ρb(τ)

∣∣∣∣
τ=τb

= − 4π2Esβ̄
2ab + ρ̈ns,b(τb). (29b)

Substituting (29a) and (29b) into (25), the time delay estimation
error of the MC estimator can be written as

τ̂MC,b − τb
∼= −

∂
∂τ ρb(τ)

∣∣
τ=τb

Enb(t)

{
∂2

∂τ2 ρb(τ)
∣∣∣
τ=τb

}

=
ρ̇ns,b(τb)

4π2Esβ̄2ab
. (30)
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From (22a) and (22f), the bias and error variance can be writ-
ten as

Enb(t){τ̂MC,b − τb} = 0 (31a)

Enb(t)

{
(τ̂MC,b − τb)2

}
= Enb(t)

{
ρ̇2
ns,b(τb)

(4π2Esβ̄2ab)2

}

=
1

Es
N0

8π2β̄2a2
b

. (31b)

The error performance shown above is similar to a standard
benchmark, e.g., CRB, for the time delay estimation based on a
distance-independent path gain [33], [37], [39].

B. ML Estimator

From (15), the natural logarithm of the pdf of the received
signal can be written as

	 (τ |r(t); t ∈ (0, T ]) .= − 1
N0

Es

B∑
b=1

a2
b

− 2ab

T∫
0

� (r∗b(t)s(t − τb)) dt. (32)

The ML estimate of the time delay is therefore given by

τ̂ML = arg max
τ

p (r(t); t(0, T ]|θ)

= arg max
τ

	 (τ |r(t); t ∈ (0, T ])

= arg min
τ

Es

B∑
b=1

a2
b(τ)

− 2ab(τ)

T∫
0

� (r∗b(t)s(t − τ)) dt (33)

where τ ∈ R
B×1
+ lies in the domain of positive values. The

ML estimate can separately be solved by

τ̂ML,b = arg min
τ

ζb(τ) (34)

where ζb(τ) is the objective function defined by

ζb(τ) = a2
b(τ)Es − 2ab(τ)ρb(τ). (35)

From (16a) and (16b), the first and second derivatives of the
objective function follow:

∂

∂τ
ζb(τ) = − 1

τ
γb (Esab(τ) − ρb(τ)) ab(τ)

− 2ab(τ)
∂

∂τ
ρb(τ) (36)

∂2

∂τ2
ζb(τ) =

1
τ2

γb(γb + 1)Esa
2
b(τ) − 2ab(τ)

∂2

∂τ2
ρb(τ)

+
1
τ

2γbab(τ)
∂

∂τ
ρb(τ)

− 1
τ2

ρb(τ)
(

1 +
1
2
γb

)
γbab(τ). (37)

Substituting ρb(τb) = abEs + ρns,b(τb), (29a), and (29b) into
(36) and (37), we obtain

∂

∂τ
ζb(τ)

∣∣∣∣
τ=τb

=
1
τb

γbabρns,b(τb) − 2abρ̇ns,b(τb) (38)

∂2

∂τ2
ζb(τ)

∣∣∣∣
τ=τb

=
1
2

1
τ2
b

γ2
b Esa

2
b + 8π2Esβ̄

2a2
b

− 2abρ̈ns,b(τb) +
1
τb

2γbabρ̇ns,b(τb)

− 1
τ2
b

(
1 +

1
2
γb

)
γbabρns,b(τb). (39)

Using Enb(t){ρns,b(τb)} = 0, Enb(t){ρ̇ns,b(τb)}=0, Enb(t)

{ρ̈ns,b(τb)} = 0, (38) and (39), the time delay estimation error
in (34) converges to

τ̂ML,b − τb
∼= −

∂
∂τ ζb(τ)

∣∣
τ=τb

Enb(t)

{
∂2

∂τ2 ζb(τ)
∣∣∣
τ=τb

}

=
τb (2τbρ̇ns,b(τb) − γbρns,b(τb))

Es

(
1
2γ2

b + 8π2β̄2τ2
b

)
ab

. (40)

Taking the expectation of (40) with respect to nb(t), we have

Enb(t){τ̂ML,b − τb} = 0. (41)

As Enb(t){ρns,b(τb)ρ̇ns,b(τb)} = 0 and Enb(t){ρ̇2
ns,b(τb)} =

2π2β̄2EsN0, we have

Enb(t)

{
(τ̂ML,b − τb)2

}
=

1
Es
N0

(
8π2β̄2 + 1

2τ2
b

γ2
b

)
a2

b

. (42)

Remark 1: It can be verified that the CRB for the
ToA estimation yields the same expression as (42). We
can see that (1/(Es/N0)8π2β̄2a2

b(1 + (1/16π2β̄2τ2
b )γ2

b )) ≤
(1/(Es/N0)8π2β̄2a2

b), i.e., the ML estimation error variance in
(42) is less than that of the MC estimation in (31b), where the
equality holds for γb = 0. In fact, the equality will never hold,
since for free space, the path loss exponent is γb = 2 (see, e.g.,
[29, p. 304] and [30, p. 88]), while for wireless environment, the
path loss exponent can be less than two but larger than zero (see,
e.g., [23, p. 47]). The performance improvement thus exists and
is significant when τb is small and γb is large. If the bandwidth
is large, the error variance of the time delay estimated by the
ML tends to the same value as that of the MC estimation error
variance.

IV. CRAMÉR–RAO LOWER BOUND

Let θ̂ be any unbiased estimate of θ. Then, the accuracy of θ̂
is bounded by the Cramér–Rao inequality (see, e.g., [15]–[17])

En(t)

{
(θ̂ − θ)(θ̂ − θ)T

}
� J−1

θθ (43)

where Jθθ ∈R
(M+2)×(M+2) is the FIM of p(r(t); t∈(0, T ]|θ).

Let us define the total positioning accuracy of both axes as

ε2 = En(t)

{
(x̂ − x)2 + (ŷ − y)2

}
≥ tr

([
J−1

θθ

]
[2×2]

)
. (44)
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Proposition 1: Given any unbiased estimates of x and y,
which is denoted by x̂ and ŷ, respectively, the variance of the
estimation error is bounded by

ε2 ≥
2

B∑
b=M+1

χb

Es
N0

B∑
b1=M+1

B∑
b2=M+1

χb1χb2 sin2(φb2 − φb1)
(45)

where χb and φb are given by

χb =
1
c2

8π2β̄2a2
b +

1
2

1
d2
0

κγ2
b

(
d0

db

)γb+2

(46a)

φb = arctan
(

yb − y

xb − x

)
. (46b)

Proof: See Appendix B. �
Note that the derived result depends only on the LoS portion.

For the case without the path loss, the result in [19, eq. (35)]
can be derived as χb = (1/c2)8π2β̄2a2

b , which is the first term
in (46a). Therefore, (46a) can be written in another form as

χb =

{
1
c2 8π2β̄2a2

b , without path loss
1
c2 8π2β̄2a2

b + 1
2d2

b

γ2
b a2

b , with path loss.
(47)

One can see that the values of ξb in both cases are the same
when γb = 0. However, the case of no path attenuation, with
γb = 0, does not exist in the realistic environment. Therefore,
the exploration of the path loss can reduce the CRB in the
wireless NLoS geolocation.

In what follows, we proceed to investigate the improved
position accuracy in the hybrid model based on (45). The hybrid
model is referred to as the usual time delay model using the
path attenuation parameterized in (6). Substituting (2) into (6)
and inserting the substituted result into (47), the CRB in (45)
can be written as

ε2 ≥
32π2f2

0 d2
0

B∑
b=M+1

αb

Es
N0

c2
B∑

b1=M+1

B∑
b2=M+1

αb1αb2 sin2(φb2 − φb1)
(48)

where αb is given by

αb =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
c2 8π2β̄2

(
d0
db

)γb

, ordinary ToA

1
c2 8π2β̄2

(
d0
db

)γb

+ 1
2d2

0
γ2

b

(
d0
db

)γb+2

, hybrid SS−ToA.

(49)

It is worth noting that the aforementioned result can be applied
to a large class of signals, since we do not assume any structure
of the transmitted signal s(t). In [36], the estimation of the
position parameter is discussed by first estimating the time
delay τb and then recovering p from such a sufficient estimate.
The estimator design for estimating the mobile position p from
the ToA is beyond the scope of this paper (see, e.g., [40] for the
mobile position estimation and the corresponding performance

analysis). It is herein interesting to investigate the inherent
accuracy limitation of the proposed hybrid method via the
derived CRB.

V. NUMERICAL EXAMPLES

The system is assumed to operate at the center frequency
f0 = 1.9 GHz [25]. From (1), we have

10 log10

(
Eb

N0

)
=κdB+10γb log10

(
d0

db

)
+10 log10

(
Es

N0

)
(50)

where Es/N0 is the transmitted SNR. In general, the term
10 log10(Eb/N0) can be considered as a received SNR.2 For a
simple link budget, we assume that γb = 4.5425, d0 = 100 m,
and db = 1000 m. The path loss to the bth BS is κdB +
10γb log10(d0/db) = −123 dB. Taking into account the path
attenuation, the transmitter should transmit a high SNR, i.e.,
at least 123 dB so that the receiver can receive more than 0 dB.
We consider the transmitted SNR instead of the received SNR
because, first, the system may have different received SNRs
caused by the different path losses, and second, it would be
difficult to evaluate the effect of the SS information on the
localization performance if the received SNR were considered.

A. Range Estimation

To investigate the ToA performance of two time delay esti-
mators, we consider a range estimation where there are only
one transmitter and one receiver. Thus, (5) can be modified
as r(t) = a(τ0)s(t − τ0) + n(t), with τ0 being the time delay.
In this paper, we consider the orthogonal-frequency-division-
multiplexing (OFDM) signal [41], [42]. The OFDM signal of
duration t ∈ (0, Ts] is given by (see, e.g., [43])

s̃(t) =
N−1∑
k=0

bkej2πfkt (51)

where {bk}N−1
k=0 is the block of N complex data symbols chosen

from a signal constellation such as quadrature-amplitude modu-
lation or phase-shift keying (PSK), and fk = f0 + (1/Ts)k. At
the receiver, the OFDM signal is down-converted to a baseband
representation, i.e., s(t) = s̃(t)e−j2πf0t.

Lemma 1 (Effective Bandwidth of the Baseband OFDM
Signal): The effective bandwidth of the baseband OFDM sig-
nal is given by

β̄ =
1
Ts

√
1
6
(2N2 − 3N + 1). (52)

2When considering the path attenuation, such as in this paper, the received
SNR is related to parameter ab, which depends on several parameters, including
κ (which again depends on d0 and f0), db, and γ. Since the effects of these
parameters on the geolocation performance will be investigated in this paper,
we need to adjust the value of these parameters. In this case, it is inconvenient
to set the received SNR at a specific value. Therefore, in the simulations,
we consider the transmitted SNR, which is defined as the ratio between
the transmitted power and the noise power at the receiver, rather than the
received SNR.
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Fig. 1. RMSE of the position estimate as a function of the SNR
(Es/N0) (in decibels) for γ = 4.5425, d = 1000 m, Ts = 10−3 s, β̄ =
3.6517 × 104 Hz, sampling time = 3.7037 × 10−9 s, and NR = 1000 in-
dependent runs.

Proof: See Appendix C. �
Note that the OFDM signal in (51) used in practical systems

is of limited duration. However, in Appendix C, the integration
limits are evaluated in the range (−∞,∞). Due to the periodic
property of the signal in (51), this kind of extension will not
affect the result of the effective bandwidth.

We employ the OFDM with N = 25 subbands. The quadra-
ture PSK is used as the signal constellation. The theoretical
root-mean-square error (RMSE) is computed from the square
roots of (31b) and (42), which are multiplied by c. For the least
computation, the observation period is chosen as T = Ts + τ0.

In Fig. 1, the RMSE of the estimate of the distance between
the transmitter and the receiver is shown as a function of the
transmitted SNR. For a low SNR, both the MC estimator and
the ML estimator provide meaningless distance estimates, i.e.,
the RMSE is even larger than the actual distance. It can be seen
that the SNR threshold, i.e., the SNR at which the ML esti-
mator and the MC estimator merge to their asymptotic errors,
respectively, is approximately 137 dB for the MC estimator and
133 dB for the ML estimator. Clearly, when the SNR is well be-
low the threshold, the received signal is immersed in a relatively
strong noise. Therefore, no reliable ranging information can be
inferred from the received signal. The use of the path loss can
gain an accuracy of more than 600 m for the positioning system
considered here.

In Fig. 2, the RMSE is shown as a function of the signal
duration Ts, which is inversely proportional to the effective
bandwidth of the OFDM signal. It can be seen that when
the signal duration is smaller, the RMSEs of both estimators
approach the same value, i.e., 1/(Es/N0)8π2β̄2a2

0. For a larger
signal duration, the ML estimator provides a constant RMSE,
which almost does not increase with the increase of the signal
duration. The cause of this phenomenon is that the time delay
in this regime is mainly estimated from the SS in the path gain.
From (42), the term 8π2β̄2 has less of an impact as the signal
duration increases. The error saturation is then dominated by
(1/2τ2

0 )γ2, which is independent of the effective bandwidth.
The ML estimate has a smaller RMSE than the MC estimate.
This is because the ML estimator exploits the information from

Fig. 2. RMSE of the position estimate as a function of the signal duration
Ts (in seconds) for γ = 4.5425, d = 1000 m, 10 log10(Es/N0) = 150 dB,
sampling time = (1/2.5 × 105)T s, and NR = 1000 independent runs.

Fig. 3. RMSE of the position estimate as a function of the distance d (in me-
ters) for β̄=3.6517×104 Hz, γ =4.5425, 10 log10(Es/σ2

n)=150 dB, Ts =
10−3 s, sampling time=(1/2×106)T s, and NR =100 independent runs.

the path attenuation, while the MC estimator does not use the
information contained in the path gain.

In Fig. 3, the RMSE is shown as a function of the distance
d between the transmitter and the receiver. A larger distance
causes a larger estimation error. The performance improvement
of the ML estimator over the MC estimator is more evident
at a closer distance. In the range of large distances, the ML
estimator can perform the ToA estimation for a longer distance
than the MC estimator can. For a large distance, particularly for
more than 1 km, the receiver receives an SNR that is lower than
a necessary threshold above which the ranging information can
reliably be inferred from the received signal (see the discussion
about Fig. 1).

B. Cellular System

Consider a certain configuration of a cellular system with ef-
fective bandwidth β̄ of (1/

√
3)5 MHz [36]. In seven hexagonal

cells, let the origin of the Cartesian coordinate lie at the center
of the central cell, as illustrated in Fig. 4. The BSs are thus
located at the center of each cell with the position

P = r

[
0 3

2 0 − 3
2 − 3

2 0 3
2

0
√

3
2

√
3

√
3

2 −
√

3
2 −

√
3 −

√
3

2

]T
(53)
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Fig. 4. Cellular system with cell radius r.

where r is the cell radius. The MS is located at p = (1/2)r
cos((1/6)π)[cos((1/6)π) sin((1/6)π)]T m. In what follows,
we assume that the cell radius can be varied. The mobile
position is (1/4)

√
3r m from the center of the central cell.

With respect to the MS position, the associated angles of the
BSs become

φ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

arctan
(

−
√

3
8 r

− 3
8 r

)

arctan
( √

3
2 r−

√
3

8 r
3
2 r− 3

8 r

)

arctan
(√

3r−
√

3
8 r

− 3
8 r

)

arctan
( √

3
2 r−

√
3

8 r

− 3
2 r− 3

8 r

)

arctan
(

−
√

3
2 r−

√
3

8 r

− 3
2 r− 3

8 r

)

arctan
(

−
√

3r−
√

3
8 r

− 3
8 r

)

arctan
(

−
√

3
2 r−

√
3

8 r
3
2 r− 3

8 r

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−150.0000◦

30.0000◦

103.8979◦

160.8934◦

−150.0000◦

−100.8934◦

−43.8979◦

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (54)

We assume that the first M BSs are subject to the NLoS signals.
The positioning accuracy is calculated from the square root
of (48).

In Fig. 5, the CRB is investigated as a function of the path
loss exponent for several cell radii. The close-in distance d0 =
4 m is chosen for indoor scenarios. We can see that the smaller
the cell radius is, the better the positioning accuracy becomes.
This is because the received power decreases with the increase
in the distance between the MS and BSs.

In Fig. 6, the bound of positioning error is illustrated as a
function of the number of the NLoS BSs for several close-in
distances. The smaller the number of LoS BSs is, the worse the
inherent accuracy becomes. In addition, the larger the close-
in distance is, the lower the error variance becomes. It can be
seen that the close-in distance has a significant impact on the
inherent accuracy of the mobile position.

Fig. 5. Cramér–Rao lower bound as a function of the path loss exponent for
several cell radii with Es/N0 =120 dB, β̄=(1/

√
3)5 MHz, B=7, M =3,

and d0 = 4 m.

Fig. 6. Cramér–Rao lower bound as a function of the number of NLoS BSs for
several close-in distances with β̄ = (1/

√
3)5 MHz, B = 7, Es/N0 = 80 dB,

and r = 20 m.

It is shown in Figs. 5 and 6 that the position-estimation
accuracy is considerably improved by using the information
contained in the path loss via the developed approach.

VI. CONCLUSION

In this paper, we have presented an approach for hybrid
wireless geolocation using the ToA in the presence of NLoS
propagation by considering the additional path loss informa-
tion. The MC estimator and the exact ML estimator are used to
estimate the time delay. It has been shown that the ML estimator
has a smaller error variance than the MC estimator. The use
of the information of the path loss increases the accuracy of
the ToA estimation. Numerical results illustrate that, for a low
effective bandwidth of the transmitted signal, the ML estimator
significantly outperforms the MC estimator. The CRB derived
from the proposed method generalizes the recent result in [19]
by exploring an additional term (1/2d2

0)γ
2
b (d0/db)γb+2 in (49).

The performance improvement is considerable, particularly
for the system that invokes the signal with a small effective
bandwidth, has a small distance between the MSs and BSs, and
has a large value of the path loss exponent, i.e., severe path
attenuation. For future work, the hybrid SS–ToA wireless NLoS
geolocation based on the path attenuation can be extended to
multipath scenarios [44].
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APPENDIX A
DERIVATION OF JACOBIAN MATRICES Hpa AND Hla

Let us consider

∂

∂y
ab = −1

2
1(√(

x̃b

d0

)2

+
(

ỹb

d0

)2

+ lb
d0

) 1
2 (γb+2)

×
√

κγb cos(φb). (55)

Under the same manner, we can derive

∂

∂y
ab = −1

2
1(√(

x̃b

d0

)2

+
(

ỹb

d0

)2

+ lb
d0

) 1
2 (γb+2)

×
√

κγb sin(φb). (56)

Furthermore, it can be shown that

∂

∂lb̀
ab =−1

2
1
d0

1(√(
x̃b

d0

)2

+
(

ỹb

d0

)2

+ lb
d0

) 1
2 (γb+2)

√
κγbδb̀,b.

(57)

According to (57), the Hessian matrix Hla can be expressed, in
more detail, as

Hla = [ΔNL O] (58)

where ΔNL ∈ R
M×M is a diagonal matrix whose diagonal ele-

ment is given by −(1/2)(1/d0)(1/(
√

(x̃b/d0)2 + (ỹb/d0)2 +
(lb/d0))(1/2)(γb+2))

√
κγb. In accordance with (55) and (56),

we obtain

Hpa = [HNLΔNL HLΔL] (59)

where ΔL ∈ R
(B−M)×(B−M) is a diagonal matrix

whose diagonal element is −(1/2)(1/d0)(1/
(
√

(x̃b/d0)2 + (ỹb/d0)2)(1/2)(γb+2))
√

κγb.

APPENDIX B
CRB DERIVATION

Let ϑ ∈ R
(2B)×1 be the vector such that

ϑ = [aT τT]T (60)

where a is defined by

a = [ a1 a2 · · · aB ]T. (61)

If we assign

sa(t;ϑ) = As(t; τ ) (62)

the received signal can be written as

r(t) = sa(t;ϑ) + n(t) (63)

where s(t; τ ) and n(t) are defined by

s(t; τ ) = [ s(t − τ1) s(t − τ2) · · · s(t − τB) ]T (64a)

n(t) = [n1(t) n2(t) · · · nB(t) ]T . (64b)

Using the chain rule, the first derivative of the log-likelihood
function becomes

∂

∂θT
ln (p (r(t); t ∈ (0, T ]|θ))

=
1

N0
2

T∫
0

(r(t) − sa(t;ϑ))T
(

∂

∂ϑ
sH
a (t;ϑ)

)T

dtHT (65)

where H = (∂/∂θ)ϑT ∈ R
(M+2)×(2B) is given by

H =
[ ∂

∂paT ∂
∂pτT

∂
∂la

T ∂
∂lτ

T

]
=

1
c

[
cHpa HNL HL

cHla I O

]
(66)

with Hpa = (∂/∂p)aT ∈ R
2×B and Hla = (∂/∂l)aT ∈

R
M×B being those given in Appendix A, and HNL ∈ R

2×M

and HL ∈ R
2×(B−M) being given by

HNL =
[

cos(φ1) cos(φ2) · · · cos(φM )
sin(φ1) sin(φ2) · · · sin(φM )

]
(67a)

HL =
[

cos(φM+1) cos(φM+2) · · · cos(φB)
sin(φM+1) sin(φM+2) · · · sin(φB)

]
. (67b)

For the second derivative, we get

Jθθ = − En(t)

{
∂2

∂θ∂θT
ln (p (r(t); t ∈ (0, T ]|θ))

}

= − 1
N0

2H

T∫
0

En(t)

×
{

∂

∂ϑ
(r(t) − sa(t;ϑ))T

(
∂

∂ϑ
sH
a (t;ϑ)

)T

dt

}
HT.

(68)

Let us consider

Jθθ = − 1
N0

2

T∫
0

En(t)

{
∂

∂ϑ

(
(r(t) − sa(t;ϑ))T

× [ ∂
∂ϑ1

s∗a(t;ϑ) · · · ∂
∂ϑ2B

s∗a(t;ϑ) ]
)}

dt. (69)

For ń ∈ {1, 2, . . . , 2B}, we obtain the column vector

[Jθθ][:,ń] =
1

N0
2

T∫
0

(
∂

∂ϑ
sT
a (t;ϑ)

)
∂

∂ϑń
s∗a(t;ϑ)dt. (70)
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Substituting (70) into (69) yields the FIM

Jθθ =
1

N0
2

T∫
0

(
∂

∂ϑ
sT
a (t;ϑ)

)(
∂

∂ϑ
sH
a (t;ϑ)

)T

dt. (71)

Furthermore, we can derive

∂

∂ϑ
sT
a (t; τ ) =

[
∂
∂a

(
sT(t; τ )AT

)(
∂

∂τ sT(t; τ )
)
AT

]

=

⎡
⎣ ∂

∂a

B∑
b=1

aT
b s(t − τb)(

∂
∂τ sT(t; τ )

)
AT

⎤
⎦ (72)

where ab is the bth column of A. Plugging (72) into (71), we
obtain (73), shown at the bottom of the page. Employing the
chain rule, we have (74), shown at the bottom of the page.
Indeed, we can derive

∂

∂a

(
sT(t; τ )AT

)
=

∂

∂a

B∑
b=1

aT
b s(t − τb)

=

⎡
⎢⎣

s(t − τ1) · · · 0
...

. . .
...

0 · · · s(t − τB)

⎤
⎥⎦ . (75)

Let us consider

Jθθ =
[
Jaa Jaτ

Jτa Jττ

]

where Jaa, Jaτ , and Jττ are

Jaa =
1

N0
2

T∫
0

(
∂

∂a
sT(t; τ )AT

)(
∂

∂a
sH(t; τ )AT

)T

dt

=
Es

N0
2I (76a)

Jaτ =
1

N0
2

T∫
0

(
∂

∂a
sT(t; τ )AT

)
A
(

∂

∂τ
sH(t; τ )

)T

dt

=
1

N0
2

Ts∫
0

s(t)
∂

∂t
s∗(t)dtA

=O (76b)

Jττ =
1

N0
2

T∫
0

(
∂

∂τ
sT(t; τ )

)
ATA

(
∂

∂τ
sH(t; τ )

)T

dt

=
1

N0

∫∞
−∞ f2 |S(f)|2 df∫∞
−∞ |S(f)|2 df

8π2

Ts∫
0

|s(t)|2 dtA2

=
Es

N0
8π2β̄2A2. (76c)

Therefore, Jθθ can be written as

Jθθ =
Es

N0
2

⎡
⎣ I O O

O 4π2β̄2A2
NL O

O O 4π2β̄2A2
L

⎤
⎦ (77)

where A is partitioned into

A =
[
ANL O
O AL

]
(78)

with ANL and AL composed of the first M and last B − M
diagonal elements of A, respectively. Simple algebra yields
(79), shown at the bottom of the next page.

Using the block matrix inversion lemma, we can obtain

[
J−1

θθ

]
[2×2]

=
1

Es
N0

2
c2
((

c2HpaHT
pa + 4π2β̄2HNLA2

NLH
T
NL

+4π2β̄2HLA2
LH

T
L

)
−
(
c2HpaHT

la + 4π2β̄2HNLA2
NL

)
×
(
c2HlaHT

la + 4π2β̄2A2
NL

)−1

×
(
c2HlaHT

pa + 4π2β̄2A2
NLH

T
NL

))−1
.

(80)

Substituting (58) into (c2HlaHT
la + 4π2β̄2A2

NL)−1 in (80), we
obtain (

c2HlaHT
la + 4π2β̄2A2

NL

)−1

=
(

4π2β̄2A2
NL + c2[ΔNL O]

[
ΔNL

O

])−1

= Λ̃
−1

NL (81)

Jθθ =
1

N0
2

T∫
0

[ (
∂
∂asT(t; τ )AT

) (
∂
∂asH(t; τ )AT

)T ( ∂
∂asT(t; τ )AT

)
A
(

∂
∂τ sH(t; τ )

)T(
∂

∂τ sT(t; τ )
)
AT
(

∂
∂asH(t; τ )AT

)T ( ∂
∂τ sT(t; τ )

)
ATA

(
∂

∂τ sH(t; τ )
)T
]

dt (73)

∂

∂τ
sT(t; τ ) = −

⎡
⎢⎢⎢⎣

∂
∂ts(t)

∂
∂ts (t − (τ2 − τ1)) · · · ∂

∂ts (t − (τB − τ1))
∂
∂ts (t − (τ1 − τ2)) ∂

∂ts(t) · · · ∂
∂ts (t − (τB − τ2))

...
...

. . .
...

∂
∂ts (t − (τ1 − τB)) ∂

∂ts (t − (τ2 − τB)) · · · ∂
∂ts(t)

⎤
⎥⎥⎥⎦ (74)
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where Λ̃NL = 4π2β̄2A2
NL + c2Δ2

NL. Inserting (59) into
HpaHT

pa yields

HpaHT
pa = HNLΔ2

NLH
T
NL + HLΔ2

LH
T
L . (82)

Plugging (58) and (59) into HlaHT
pa, we obtain

HlaHT
pa = Δ2

NLH
T
NL. (83)

Define Λ̃L = 4π2β̄2A2
L + c2Δ2

L. Substituting (81)–(83) into
(80), we obtain[
J−1

θθ

]
[2×2]

=
1

Es

N0
2
c2

((
c2
(
HNLΔ2

NLH
T
NL + HLΔ2

LH
T
L

)

+ 4π2β̄2HNLA2
NLH

T
NL + 4π2β̄2HLA2

LH
T
L

)

−
(
c2HNLΔ2

NL + 4π2β̄2HNLA2
NL

)
Λ̃−1

NL

×
(
c2ΔT

NLH
T
NL + 4π2β̃A2

NLH
T
NL

))−1

=
1

Es
N0

2
c2
(
HLΛ̃LHT

L

)−1

=

(
B∑

b=M+1

νb

[
cos2(φb) sin(πb) cos(φb)

sin(φb) cos(φb) sin2(φb)

])−1

(84)

where νb is given by

νb =
Es

N0

⎛
⎜⎜⎜⎜⎜⎝

1
c2

8π2β̄2a2
b +

1
2

1
d2
0

1(√(
x̃b

d0

)2

+
(

ỹb

d0

)2
)γb+2 κγ2

b

⎞
⎟⎟⎟⎟⎟⎠ .

(85)

Let us introduce [J−1
θθ ][2×2] as

[J−1
θθ ][2×2] =

[
a11 a12

a21 a22

]−1

=
1

a11a22 − a12a21

[
a22 −a12

−a21 a11

]
(86)

where a11, a12, a21, and a22 are given by

a11 =
B∑

b=M+1

νb cos2(φb) (87a)

a12 =
B∑

b=M+1

νb sin(φb) cos(φb) (87b)

a21 =
B∑

b=M+1

νb sin(φb) cos(φb) (87c)

a22 =
B∑

b=M+1

νb sin2(φb). (87d)

The total positioning accuracy of both axes is given by

ε2≥tr
(
[J−1

θθ ][2×2]

)
=

2
B∑

b=M+1

νb

B∑
b1=M+1

B∑
b2=M+1

νb1νb2 sin2(φb2 − φb1)

(88)

which gives the result in (45).

APPENDIX C
EFFECTIVE BANDWIDTH OF THE

BASEBAND OFDM SIGNAL

Using Parseval’s theorem, the signal energy is given by

∞∫
−∞

∣∣∣S̃(f)
∣∣∣2 df =

∞∫
−∞

|s̃(t)|2 dt

=
N−1∑
k1=0

N−1∑
k2=0

bk1b
∗
k2

lim
T∞→∞

2T∞

× sinc
(

1
Ts

2π(k1 − k2)T∞

)
. (89)

From the derivative property of the Fourier transform, the
second moment of the signal frequency reads as

∞∫
−∞

f2
∣∣∣S̃(f)

∣∣∣2 df =
1

4π2

∞∫
−∞

∣∣∣∣ ∂∂t
s̃(t)
∣∣∣∣
2

dt

=
N−1∑
k1=0

N−1∑
k2=0

bk1b
∗
k2

fk1fk2

× lim
T∞→∞

2T∞sinc
(

1
Ts

2π(k1−k2)T∞

)
.

(90)

Jθθ =
1
c2

Es

N0
2
[

c2HpaHT
pa + 4π2β̄2HNLA2

NLH
T
NL + 4π2β̄2HLA2

LH
T
L c2HpaHT

la + 4π2β̄2HNLA2
NL

c2HlaHT
pa + 4π2β̄2A2

NLH
T
NL c2HlaHT

la + 4π2β̄2A2
NL

]
(79)
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The square of the effective bandwidth can be written as

β̄2 = lim
T∞→∞

N−1∑
k1=0

N−1∑
k2=0

fk1fk2bk1b
∗
k2

sinc
(

1
Ts

2π(k1−k2)T∞
)

N−1∑
k1=0

N−1∑
k2=0

bk1b
∗
k2

sinc
(

1
Ts

2π(k1−k2)T∞
) .

(91)

Using sinc(∞) = 0 and |bk|2 = |bḱ|2; k �= ḱ, the effective
bandwidth of the OFDM signal is given by

β̄ =

√
f2
0 +

1
Ts

(N − 1)
(

f0 +
1

6Ts
(2N − 1)

)
(92)

which reduces to (52) for the baseband OFDM system.
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