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Introduction
In multichannel loudspeaker reproduction, the deviation
of sound field properties away from the ideal listening po-
sition – colloquially known as the sweet spot – is challeng-
ing to investigate by measurement. If several locations in
a room are to be surveyed, sophisticated setups consist-
ing of several microphones and the associated mounting
hardware are typically required [1, 2]. On the other hand,
if measurements with a microphone array or a dummy
head are to be performed, typically only a single sensor
device is available and thus needs to be moved to different
positions [3]. In the latter case, manual repositioning is a
tedious and error-prone process if a substantial number of
positions are to be worked through, hence this measure-
ment scenario could particularly benefit from the use of
an automated positioning and measurement system. Re-
quirements for such a system include precise positioning,
reproducibility, an automated and fast measurement pro-
cedure as well as minimal influence from the equipment
in terms of noise and acoustic perturbation.
This paper presents an automated measurement setup
using a robot arm with custom 3D-printable mounting
hardware for a Neumann KU 100 head simulator and
an mh acoustics em32 spherical microphone array. The
system is suitable for performing measurements in tight
grids around the sweet spot in a listening room. We
compare loudspeaker impulse responses (IRs) measured
using this setup to measurements employing a generic
microphone stand as a mounting solution, confirming the
system’s suitability for room acoustic measurements.

Measurement system
The measurement system uses a Universal Robots UR5e
robot arm with custom 3D printed mounting hardware
to accomodate a Neumann KU 100 dummy head as well
as an mh acoustics em32 microphone array at its tool
flange. Figure 1 displays the measurement setup in the
Immersive Media Lab (IML) at the Institute of Commu-
nications Technology [4].
The measurement software consists of two parts: Based
on the ITA toolbox [5, 6], acoustic measurements as
well as metadata management are performed using Mat-
lab. Robot control is implemented using the ur-rtde [7]
Python interface, allowing the sensor array to be nav-
igated to different positions within the system’s 0.75m
working radius. Configurable circular and rectangular
measurement grids are supported along with the possibil-
ity to move through arbitrary positions in space. Option-
ally, motion capture data provided by a tracking system
may be monitored or used for robot control. Measure-

(a) Robot with Neumann KU100

(b) Robot with mh acoustics em32

Figure 1: Measurement setup in the IML.

Figure 2: Block diagram of the measurement system.

ments are logged and may be canceled and resumed at
intermediate points in time. The custom software and 3D
models of the mounting hardware are available in a com-
panion repository to this paper [8]. The hardware and
software setup of the measurement system is visualized
in Figure 2.



102 103 104

Frequency in Hz

0.0

0.5

1.0

1.5

2.0

2.5

3.0

M
ag

. d
ev

ia
tio

n 
in

 d
B

Robot vs. stand 95th percentile
Robot vs. stand median
Robot rep. 95th percentile
Robot rep. median
Stand rep. 95th percentile
Stand rep. median

(a) Measurements with Neumann KU100
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(b) Measurements with mh acoustics em32

Figure 3: Median and 95th perceptile of absolute spectral differences between repeated and repositioned measurements and
between measurements with the robot and a microphone stand.

Evaluation measurements
As the robot arm can be expected to provide very
accurate positioning and produces negligible background
noise while stationary, its acoustic influence can be
considered to be limited to its effect as an object present
in the proximity of the sensor array it supports. IR
measurements comparing the presented system to a
generic microphone stand were carried out in the IML.
The listening room is equipped with 42 Neumann KH
120 A loudspeakers and four Neumann KH 810 G
subwoofers. The implemented bass management with
a crossover frequency of 60Hz was enabled for the
measurements.
The dummy head and the microphone array were
supported in the IML’s sweet spot by the robot or
by a microphone stand with a cast-iron base. In this
comparison, it is necessary to consider the fact that,
unlike the microphone stand, the robot changes in shape
as it assumes different poses to position the sensor array
in different locations. With each of the setups, the
KU 100 and the em32 were repositioned three times in
the measurement location. For the microphone stand,
repositioning was performed by removing the stand
from the measurement location, re-adjusting its height
and placing it back. For the robot, the base plate was
moved to different locations, requiring the robot to
assume different poses so as to hold the dummy head
or the microphone array in the measurement location.
Positioning on both the microphone stand and the

robot was verified by the optical motion capture system.
Logarithmic sweeps consisting of 216 samples resulting in
a duration of 1.4 s at the 48 kHz sample rate were used.
With each of the two sensor arrays, IRs were measured
from the 42 loudspeakers available in the IML to the 2
or 32 array channels. Thus the acquisition process re-
sulted in (stand/robot× repetitions and repositioning×
loudspeakers × array channels) individual IRs for each
sensor array, yielding 1512 and 24192 IRs for the KU
100 and the em32, respectively.

Results and discussion
The IRs acquired using the robot and a microphone stand
were compared as transfer functions (TFs) in the fre-
quency domain. After 1/12-octave smoothing, the TFs
were evaluated at 512 logarithmically spaced frequencies
between 20Hz and 20 kHz. Figure 3 compares results ob-
tained with the robot and the microphone stand to the
spectral differences across measurement repetitions and
repositioning with both mounting solutions. At each fre-
quency, the distribution of absolute magnitude deviations
between conditions is represented by its median and 95th
percentile and results for the KU 100 and em32 are dis-
played in Figure 3a and Figure 3b, respectively.
All of the spectral differences computed from the mea-
surements exhibit distributions strongly skewed towards
low absolute magnitude deviation values, with none of
the median curves exceeding 1 dB. The greatest me-
dian spectral differences are observed when comparing



the measurements with the robot to the measurements
with the microphone stand whereas the differences be-
tween repeated measurements across repositionings of
both sensor arrays are lowest. This is to be expected due
to the robot’s changing pose across repositionings. This
inherent discrepancy between the microphone stand and
the robot is particularly apparent when observing the
curves representing the 95th percentile of spectral dif-
ferences: For repeated measurements and repositioning
with the microphone stand, the 95th percentile curves
indicate increased uncertainty towards higher frequen-
cies. A similar trend is observed in the 95th percentile
curves for the robot. However, when comparing measure-
ments obtained with the robot to other robot or micro-
phone stand measurements, increased spectral deviations
as well as individual peaks and notches can be observed,
especially between approximately 300Hz and 1 kHz. As
the wavelengths associated with this frequency range are
consistent with the robot’s geometric dimensions, these
perturbations may also be explained by its non-constant
shape. Thus it can be concluded that, while some robot
poses can be somewhat disadvantageous in terms of the
robot’s acoustic influence, the system is suitable for per-
forming measurements whose results are comparable to
results obtained with the sensor array placed on a simple
stand.

Summary and Outlook
A system for automated acoustic measurements using
a robot arm was developed and implemented in a lis-
tening room. The system’s influence on the measured
acoustic TFs was evaluated, confirming its suitability
for acoustic measurements. The measurement system
can be used for the acquisition of location-dependent IR
datasets in dense spatial grids with subsequent acoustic
analysis characterizing the sweet spot for a given listen-
ing room and reproduction system in terms of various
sound field parameters computed from these real-world
high-resolution IR measurements. The publication of a
dataset measured in the IML is planned by the authors.
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